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PSK signal power spectrum spread
produced by memoryless
nonlinear TWTs

G. Rosinson, O. SHIMBO, AND R. FANG

Abstracet

This paper develops a combined method of analysis and simulation to obtain
the power spectrum of M-ary PSK. signals at the output of the TWT with both
amplitude and phase nonlinearities. Based on this analysis, the spectra of 4-,
8-, and 16-phase PSK signals have been computed for various symbol rates and
satellite input backoff values. The adjacent channel interference caused by the
spectrum spreading has also been evaluated.

The computed spectra have been compared with measured spectra of 4-phase
PSK signals for one symbol rate and various backoff values. In all cases, the
computed and measured spectra are in good agreement. It is found that the power
spectrum spread is mainly caused by the amplitude nonlinearity rather than the
phase nonlinearity of the TWT amplifier. It is also verified that, at a given
symbol rate, the power spectrum spread of 8- and 16-phase signals is not sig-
nificantly different from that of a 4-phase PSK signal.

This paper is based partly upon work performed in Comsat Laboratories
under the sponsorship of the International Telecommunications Satellite Organi-
zation {INTELSAT). Views expressed are not necessarily those of INTELSAT.
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Introduciion

The evaluation of the power spectrum spread of PSK signals caused
by TWT amplifier nonlinearities is an important problem. Excessive
spread produces adjacent transponder (or adjacent channel) interference
which may be unacceptable. Sharper filters at the satellite output and/or
at the carth station input may be used to keep this undesired interference
within acceptable levels. It is well-known that sharper filters will produce
larger amounts of intersymbol interference, however. Thus, a compromise
is necessary and, to provide an optimum tradeoff hetween intersymbol
interference and adjacent channel interference, an accurate evaluation
of the power spectrum spread of PSK signals is just as important as an
assessment of the system’s performance in the presence of intersymbol
interference and Gaussian noise,

This paper develops a combined mcthod of analysis and simulation
to obtain the power spectrum of M-ary PSK signals at the output of the
TWT with both amplitude and phase nonlinearities. Based on this method,
a computer program has been developed and used to compute the spectra
of 4-, 8-, and 16-phase PSK signals for various symbol rates and satellite
input backofl values. As expected, for a given symbol rate, the power
spectrum spread of the PSK signal caused by the TWT nonlinearities
decreases as the satellite input backofl increases.

It has been found that the power spectrum spread is primarily caused
by the amplitude nonlinearity rather than the phase nonlinearity of the
TWT amplifier. It has also been verified that, at a given symbol rate, the
power spectrum spread of 8- and 16- phase PSK signals is not signifi-
cantly different from that of a 4-phase PSK signal. In addition, for a given
transponder configuration and a given input backoff, the power spectrum
spread is more severe at higher symbol rates, which is not unexpected.

The computed spectra have been compared with measured spectra of
4-phase PSK signals for one symbol rate and various input backoff values.
In all cases, the computed and measured spectra are in good agreement.

Once the power spectrum spread is obtained, the computation of ad-
jacent transponder or adjacent channel interference becomes straight-
forward.

The next section describes the complete transmission system and a
mathematical model. The third section presents the method of evaluating
the power spectrum spread at the TWT output. The actual numerical
computation is outlined in the fourth section, and the formula for cal-
culating the adjacent channel interference from the computed spectrum
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is given in the fifth section. Then, in the last section, the computed and
measured spectra are discussed. Finally, the Appendix shows that the
spectrum computation formula derived in this paper reduces to the famil-
jar formula for linear systems when the nonlincar TWT is replaced with
a linear one.

Transmission path model

Figure 1 is a block diagram of the satellite communications chain.
Block F, represents the amplitude and phase characteristics of the filters
and the transmission medinm between the PSK modulator and the satel-
lite. Blocks F, and F; are the satellite input and output filters, respectively.
Block TWT represents the measured amplitude and difterential phase
characteristics of the TWT, and F, represents the amplitude and phase
characteristics of the filters and the transmission medium between the
output of F3 and the input of the PSK demodulator.

PSK 100 FiLTER FILTER | & gt FiLTER FILTER PSK
- e TWT i

MODULATOR Fy Fy Fg Fgq DEMODULATGR

Figure 1. Block Diagram of the Satellite Communications Chain

The M-ary coherent PSK signal at the input of F, can be written as

alt) = 3 AW - KT cos (ot + 6 W

where A = carrier amplitude
W(ty = waveform of the transmitting pulse in Figure 2
T = pulse duration (R, = 7! = symbol rate)
w, = carrier frequency
¢ = transmitted symbol selected from the set

{r/M 4+ iQu/M)},i=0,... , M— 1,
with equal probability.
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Wit ‘h Wt}

-T T -T
I 0 Iy Iy

2
Figure 2. Typical Waveforms for the Transmitting Pulse

An alternate form of equation (1} is

eilt) = Re {e“v’ k; (an + jbi) W(t — kT)}’ (2)
where a. = A cos b (33.)
by = A sin ¢y (3b)

are the respective in-phase and quadrature random variables of the PSK
signal in the time interval (kT — T/2, kT + T/2). For example, in 4-phase
PSK, (a, by can randomly take one of the fourvalues { £ 4//2,4+4/4/2)
with equal probability. The characteristics of the bandpass filters in Figure
1 are not necessarily symmetrical,

Assume that A(7) is the low-pass analog of the impulse response of the
filters between the PSK modulator and the TWT. Then the input to the
TWT can be written as

1 o0
ety = 3 Re feme 3 Gk jb) W — KD w1
k=—w
where the operation * denotes convolution. Equation {4) can be re-

written as

eift) = x(t) cos w.t — y{t) sin w.! (5a)
or

e(t) = A/ x21) + v¥1) cos {wcf + tan [%} } (5b)
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where x{t) = ki [a.R(t — KkT) — bud{s — kT)] {6a)
y(y = _i lad(t — kT) + b R{t — kT7}] (6b)
and B
1
R(t) = 5 Re {W(1) * h(n)} (7a)
1
I(0) = 5 Im (W) « LGN (7b)

are the respective in-phase and quadrature components of the pulse
response of the cascaded filters between the PSK modulator and the TWT.

Pefine
xi=x(t), y=yl) (8a)

Xy =x(t+7), y2=y+7) (8b)
and represent the TWT output as

e(t) = g(\/x‘f + y'f) cos [wct + tan—t % +f(\/r%+—mﬂ O

A comparison of equations (5b) and (9) shows that the function
g(v/xt + y?) represents the amplitude distortion caused by the AM/AM
conversion of the TWT and the function f{~/x? + %) represents the
phase distortion caused by the AM/PM conversion. To obtain the power
spectrum of e,(7), the product e,(z) e,(t + 7) is formed; the ensemble
average of this product is taken on {a, b.), kK = 0, £1, £2, .. ., and
the time average is taken over #; and finally the Fourier transform of the
averaged version is taken with respect to .

Power specirum al the output of the TWT

The product e,(1) e,{t 4 7) is given by

_1! M ot (VAR gVxi + 5
e. () et + 1) = 5 Re [\/xl o (ki) - \/ Ty
o IO ey — ) e‘””’} (10)
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where the components of ¢/« are omitted. Equation (10} can be
rewritten as

1
eu(t) et + 7) = 5 Re [Hixs, po) H¥(xs y ey (1)

where  H[x(1), y(1)] = g[—\/xz(g—)f });%E))] AR

o [x(0) + (0] . (12)
Since the random variable pairs (a, 5:), k = 0, 2, . . ., for different
k’s are independently and identically distributed, the ensemble average

of equation (11) with respect to (a, by) is a periodic function of time, with
period 7. Therefore, the power spectrum of the TWT output, e,(1), is

= 1 TAT
wip) = [ emrarp | [iRe th ) G

—T/2

o e7mem]} dF (X1, ¥1, X2, sz):l dt (13)

where F{x1, y1, X2, ¥2) represents the probability distribution function of
X1, Y1, Xz, ¥2. Equation {13) can be rewritten as

W) = 3 Pl — @) + PHac+ )] (14

where

o

1 w
Plw) = 7l ) e d’r|: _ V() fH(xls Y1) H¥(xa, y1)

o dF (-xls Y1, x23y2) df} . (]5)
In equation (15},

Va(t)

I
A

li
A=
v

(16)
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.

Transformation of the variables rand ¢t +~ ras t =gand r 4 7 = &
yields

e . _,
p@ =g [ estar [ v eman | [Hen

oo

o H*xa, yo) dF {x1(n), ya(n), X2(5), ya(&)]} (17

which can be rewritten as

1 o
P(o) = Es [T{ e (), ()] d&}

A vty e, v ing | (19

where Eg represents the expectation taken on the set .S of random variables
(ap, b)), k = 0, =1, &2, .. .. To make the numerical computation possible,
it is assumed that R(r) and f{¢) are limited within a finite time interval and
become zero outside this interval. Hence, x(r) and y(¢} can be represented
by

x{f) = k:ZL_:L [a.R(t — kT) — bod(z — kT)] {(19a)

plt) = j_) [ail(t — KT) + beR(t — kT)] (19b)

where L is a finite integer. Therefore, V,(n) H [x{xy), p(5}] and H*[x(£), p(8)]
become disjointed with respect to the random variables {(a,, bi), kK = 0
41, £2,..., when

b

g > (2L + %) T (20)

since these two functions have no common (a;, b} under the condition of
equation {20). Equation (I8) can then be rewritten as

P = 1 [ e Es @, v a [ Vil e

o —_

o Es {Hlx(n), )]} dn, 16| > (zL + ;) r.
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Since H [x(n), y(y)] is equally likely to take negative or positive values,
equation (21) is cqual to zero. Therefore,

] i o
P@y.&[f{é Var(8) e (o). y(0) de|

@

. { . V() e H[x(n), y(n)] dn}} (22)
1
where Var(§) = 1, €] < (ZL + 5) T
~o, w2 (+dT 5
and S’ = set of the random variables (a;, b.},
k=20,=£l1, £2,..., £2L

Ey = expectation operator representing ensemble
averaging over these (4£. + 1) random
variables.

It should be noted that, in equation (22), the Fourier transform of
Hx(5), »(5)] is taken on two different window sizes. That is, V.(¢) has a
length T (the PSK signal pulse duration) and V(¢ has alength (4L + 1) 7"
Therefore, H {x(n).y {y)] includes only {a, b:), k = 0, =1, 2, ..., £L,
although H*[x(£), y(&)] includes all of {a, o), k = 0, £1, £2, .. ., &=L,

., £2L. Equations (22) and (14) give the power spectrum of PSK
signals at the output of a nonlinear TWT. The result obtained here is not
obvious from an intuitive analysis and is quite interesting. It is shown in
the Appendix that this result reduces to the familiar form if the TWT
is linear,

Compuiation of the power spectram spread at the
output of ithe TWT

The procedure for computing the power spectrum spread at the output
of the TWT is as follows:

a. Choose a sequence {a;, b;) from the set of random variables
(ap, by), k = 0, =1, +£2, . .., 2L, and compute H [x(¢},y ()] of
equation (12).
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b. Compute the Fourier transforms of V() H[x(1), y(#)] and
Varlt) H¥[x(ty, »(5)] in equation (22) and multiply them together.

c. Choose another sequence (a,, by) from the set of random variables
{ay, be), k = 0, £1, £2, ..., 2L, and perform the same operation
performed in step b. Repeat this procedure for other random se-
quences of (ai, b},

d. Take the average of these products to obtain P{w).

e. Compute the pawer spectrum W.(f) at the output of the TWT
by using cquation (14).

it should be noted that, if M, the number of phascs for the M-ary PSK
signal, and L, half the number of intersymbol terms considered, are not
large, the exact power spectrum can be obtained by considering all combi-
nations of {a,, ;). The total number of combinations is N, = (1/2) M=+,
where the factor 1/2 is used because the sets (a;, b;) and (—a;, —#;) result
in the same P{w), as can be seen from equations (6), (12}, and (18). For
4-phase PSK, if L = 1, the total number of combinations is N. = 512.
For L > 1, the number of different sequences that must be considered is
very large. Therefore, in practlice, the scquences are generated randomly
by using a uniform random number generator, and P{w) of cquation (22)
is computed by taking the fast Fourier transform (FFT} on two different
window sizes and ensemble averaging over all of the available sequences.
It has been verified that power spectra based on as few as §¥, = 50 random
sequences are in very good agreement with measured power spectra of
4-phase PSK signals for L = 3.

A general computer program has been developed to compute the power
spectrum of PSK signals at the output of the TWT based on the analysis
outlined here. This computer program consists of two subprograms.
The first compules the pulse response of one or more bandpass filters
in cascade, and the sccond computes and plots the power spectrum
spread at the output of the TWT and also evaluatcs the adjacent channel
interference causcd by the spectrum spreading.

To compute the TWT output spectrum, the pulse response of the low-
pass analog of the bandpass filters before the TWT (the cascade of Fy and
F. in Figure 1) must be known. For practical bandpass filters, the ampli-
tude and phase {or group-dclay) characteristics are not necessarily sym-
metrical with respect to the center frequency. Therefore, the impulse re-
sponse, A(f), of the low-pass analog has both in-phase and quadrature
components [1]. The in-phase and quadrature components of the pulse
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response are computed by convolving the complex impulse response with
the waveform, H/(z), of the transmitting pulse. The pulse response depends
on the pulse duration, T, and hence on the symbol rate, R. = 1/7T. The
amplitunde and group-delay characteristics of filters F, and F; are shown
in Figures 3 and 4. Figure 5 shows the computed pulse response of these
filters for R, = 33.3 megasymbols/second.

The next step is the computation of x(s) and y(f) for |#! < 2L+ 1/2)T.
The random sequences (@, o). k = 0, £1, &2, .. ., +=2L, are generated
by a uniform random number generator. For M-ary PSK the output,
7, of the random number generator takes values between 0 and M — 1,
The corresponding phase, ¢, is [v/M + +(2x/M)], and (a:, b} are given
by equation (3). (It can be assumed that 4 = 1 without any loss of gen-
erality.) A total of (4L + 1) pairs of (@, b:) are generated. Then x(s),
(1), and

plf) = VX2 1) + yH1) (24)

are computed from equation (6}.

To compute H{s} of equation (12}, the TWT characteristics must be
known. The amplitude and phase nonlinearities of the TWT are expressed
as cne complex nonlinearity, which is approximated by a Bessel func-
tion series with complex coefficients [2]:

L
glp) exp {iflo)) = ET bt s (sap) (25)

where the functions g(p) and f{p) represent the respective amplitude and
phase nonlinearities of the TWT as functions of the input envelope. The
complex coefficients &, are computed from the mcasured characteristics
of the TWT nonlinearity [3]. Also, Ji{z) is the ist-order Bessel function of
argument z, « is an arbitrary constant which scales the input level, and
L is the number of complex coefficients. (It has been found that . = 10
is adequate for fitting the measured data available.) Figure 6 shows the
TWT nonlinearitics for a typical INTELSAT 1v satellite, Table | shows the
coefficients for the Bessel expansion of this complex nonlinearity as in
equation (25). This table also shows the coefficients of a fictitious TWT
with no phase nonlinearity (only AM/AM) or no amplitude nonlinearity
(only AM/PM).

The spectrum spread of 4-, 8-, and 16-phase PSK signals has been
computed at various symbol rates and TWT input backoff values. These

AMPLITUDE (dB}

GROUP DELAY (ns)
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R G = ik = ==

-10 p— RECEIVER FILTER

TRANSMIT FILTER

-50

| I U R S S

40 46 52 58 64 70 76 a2 88 o4 100

FREQUENCY [MHz)

Figure 3a. Amplitude Characteristics of the Modem (elliptic)
Filters (adjusted to 33.3 Mbauds)

T T T T T T T T ]
o |
- s
o [ .
o |- |
o | .
o |- -
9 A N R B fﬁ
W w w w w o % w w s w
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Figure 3b. Group-Delay Characteristic of Modem Filter Fy in
Figure 1 {equalized)
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Figure da. Amplitude Characteristics of Satellite Filters

spectra are shown in Figures 7 9.* All spectra are obtained by averaging
over ¥, = 50 random sequences. The number of intersymbol interference
terms considered is 6 (L = 3). The case of 0-dB backoff corresponds to the
saturation point on the TWT characteristic. Changing the input backoff
of the TWT is equivalent to changing « in equation (25). For example,

* In Figures 7-9, 13, and 14, the ordinate represents the power in the 1-MHz
frequency band with respect to 0-dB TWT saturation power.

PSK SIGNAL PFPOWER SPECTRUM SPREAD

: 10-SECTION INPUT FILTER,
BW = 38 MHz

: 5-SECTICN EQUALIZER

: (A +B), EQUALIZED INPUT =
FILTER

GROUP DELAY [ns)

O —

-

0 8 16 24 32 40
FREQUENCY (MHz)

Figure 4b. Group-Delay Characteristics of Satellite Input Filter

o = ap = 0.7778 in Table | corresponds to the saturation point; changing

the value of « to
a = ap 10-Bog:/ 20 (26)

corresponds to a backoff of By in dB.

Adjaeent channel interference

To compute the adjacent channel interference caused by the power
spectrum spread, the amplitude characteristic of the filters at the output
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Figure 5. Pulse Response of Cascaded Filters Fy and F; in
Figure I (low-pass analog) for 33.3 Mbauds
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TasLE 1. CoMpLEX BEsseL ExpansioN COEFFICIENTS FOR A TyeicaL TWT

(e« = 0.7778)
Both AM/AM and Only AM/AM Only AM/PM
AM/PM Conversion Conversion Conversion
Re (b.) Im (b)) Re (b.) Im (bs) Re (b.} Im (by)
2.571 2.451 2.896 1.513 3.046 2.847
0.0311 —1.228 0.1638 —1.822 —0.120 —1,299
0.2046 0.7837 0.0620 0.9967 —0.5593 0.3229
1.007 —0.2931 0.9578 —0.1430 0.6998 —0.3786
—0.5499 0.1939 —0.4723 0.6612 —0.3750 0.4715
0. 1437 —0.5945 (.0892 —0.5345 0.0134 —0.6516
0.3895 0.6886 0.3313 0.8352 0.1916 0.5400
—0.4076 —0.6207 —0.3155 —0.6703 —0.1857 —0.3526
0.2026 0.2701 0.1268 0.3036 0.0931 0.1345
—0.0535 —0.0862 —0.0227 —0.0628 —0.0248 —0.0320
0.0

-10.0
o -200
e
4 -300
N
=
w —40.0
=
v
o -
S — ~— 0-dB BACKOFF
E 4-dB BACKOFF
2 e 8- dB BACKOFF
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-700 H
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-60 —40 =20 0 20 40 €0
FREQUENCY {MH.)
4. SYMBOL RATE = 25 Mbauds [PEAKS OF 0—, 4—, AND 8-dB INPUT BACKOFF
CURVES CORRESPOND TG -14.5, —150, AND —16.5 dB, RESPECTIVELY 1
Figure 7. Power Spectrum of 4-Phase PSK Signal at the
Output of the TWT for Various Input Backaffs (continued)
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of the TWT must berknown. The ratio of the signal power to the inter-
ference power in the adjacent channel is given by

8/2

oy o) Fs(OPF IF(O P df

At B3 @n
I, w0k = sy

where W.([) = power spectrum at the output of
the TWT
|E(f3, |Fi(f}] = amplitude characteristics of the filters

F; and F,in Figure 1, respectively
A = distance between the centers of the

adjacent channel and the main channel

B = bandwidth of the main channel.

The inverse of equation (27), in dB, gives the carrier-to-adjacent-channel
interference power ratio, C/1,.

The amplitude characteristics of F; and F, are given in Figures 3a and
4a, respectively. Table 2 gives the carrier-to-adjacent-channel interference
power ratio at various symbol rates and input backoffs for 4-, 8-, and
16-phase PSK based upon the assumptions that the bandwidths of the

TaBLE 2. CARRIER-TO-ADJACENT-CHANNEL INTERFERENCE POWER RATIO
(iNn dB) FOR INTELSAT IV WITH 4-, 8-, AND 16-PHASE PSK SIGNALS

Input Symbol Rate (Mbauds)
Number of Backoff —_— —-
Phases (dB) 25 32 40
0 40.24 29.05 15.42
4 4 44,47 31.23 15.90
8 51.46 34.28 16.39
0 41.10 29.93 15.34
8 4 45.26 31.82 15.64
8 50.87 34.77 16.09
0 41.37 30.45 15.90
1é 4 45.40 32.05 16.14
8 50.41 34.39 16.50

PSK SIGNAL POWER SPECTRUM SPREAD 247

main channel and adjacent channel are identical {B = 40 MHz) and
that the channel separation, A = 40 MHz.

Comparison of the computed and measured specira
The computed TW'T output spectra have been compared with the mea-
sured spectra of 4-phase PSK signals at one symbol rate (25 Mbauds or

50 Mbps} and at various input backoff values, Figure [0 is a block diagram
of the measurement setup. Figure 11 shows the measured amplitude and

o 9 © 0 0

1 1
1 |
] | [} I
! $ | t TRANSPOM} T™WT :
PSK upP- _
f MODEM (L] v % oer P4 iweuT P4 TwT
MODULATOR IF CONVERTER| |CONVERTER

FILTER FILTER RECEIVER | FILTER

BACKOFF

CONTROL

Figure 10. Block Diagram of the Measurement Setup

AMPLITUDE (dB}

-25 — —

-30 —
| ] l l ] ] ] J 1
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Figure 11a. Amplitude Characteristic of the Filter Chain in Figure 10
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GROUP DELAY {ns)
3 8
] |

g
|

25 |—

40 46 52 58 64 10 6 82 88 94 100
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Figure 11b. Group-Delay Characteristic of the Filter Chain in Figure 10

group-delay characteristics of the overall input chain between points 1 and
4 in Figure 10. The computed pulse response of the filters between 1 and
4 is shown in Figure 12, Figure 13 shows the computed and measured
power spectra at various input backoff values, The input backoff values
chosen are —4, —2, 0, 4, 8, and 12 dB. In all cases, the computed spectra

AMPLITUDE

TIME

Figure 12. Computed Pulse Response of the Filter Chain in Figure 10
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are obtained by ensemble averaging over N. = 50 random sequences.
Figure 13c also shows the spectrum at 0-dB input backoft, computed by
averaging over N, = 100 random sequences. Comparison of the two
curves indicates that averaging over about 50 sequences is adequate. In
all cases, the measured and computed spectra are in good agreement.

00
-160
&
3
£ 200
B
[=]
a
—-30.0
a0 I [ | | | I | | |
9756 a7és 3775 G185 3795 3805 3815 826 3835 3845 3855
FREQUENCY (MHz}
2. INPUT BACKOFF = —4 dB [PEAKS OF EACH CURVE CORRESPOND TO -15.0 dB
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AT THE SAME INPUT BACKOFF.)

Figure 13. (continued) Comparison of the Computed and Measured Power
Spectra of 4-Phase PSK Signals at the Output of the
TWT (bit rate = 59 Mbps) {continued)
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with both amplitude and phase nonlinearities, no phase nonlinearity
{only AM/AM), and no amplitude nonlinearity (only AM/PM). These

An additional comparison indicates that the computed results in Figure
7a are in good agreement with field tests over the INTELSAT IV-F3 sat-

ellite [4].
The three curves in Figure 14 show the TWT output power spectrum 00 I T . I l l I
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[ | I I I I I
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Figure 13 (continued). Comparison of the Computed and Measured Power

Spectra of 4-Phase PSK Signals at the Ouwiput of the

TWT {bit rate = 50 Mbps) {continued)
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Figure 13 (continued). Comparison of the Computed and Measured Power

Spectra of 4-Phuse PSK Signals at the Output of the
TWT (hit rate = 30 Mbps)
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spectra are computed by using the Bessel expansion coefficients of Table
1. Comparison of the curves shows that the spreading is caused primarily
by the amplitude nonlinearity rather than the phase nonlinearity of the
TWT amplifier.

0.0

-100

g -0
[
g /
g ~ ‘ :
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oo N S N R N
3755 3765 3776 3785 3795 3B0E 3815 3825 3835 3845 3855
FREQUENCY (MHz} (PEAKS OF EACH CURVE CORRESPOND TO
-145dB RELATIVE TO AN UNMODULATED CW AT THE SAME INPUT BACKOFF.}
Figure 14. Computed Power Spectrum of 4-Phase PSK Signal
Jfor Various Types of TWT Nonlinearitics
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Appendix A. Verification of the specirum
compulalion formula

To verify the result obtained in equation {22) of the paper, it will be shown
that the result obtained for a linear TWT is the same as that obtained previously.

It is assumed that the random variables (ax, bu), & = 0, =1, +2, ..., are
mutually independent. Tn this case, equation (11) is rewritten as H[x(#), (1)}
= x(1) + j¥{1), and equation (18) becomes

w0

1
P{w) = Eg {}f_ et [x(iy — jy(e)] de

. J: [x(m) +jv(m] e V.(n) dn} . (Al)

20

Since

Es {[x(® —i¥9)] [x(n) +iv(n]

= Y. [R(y —kT) Rt — kT) + Iy — kT) Kg — kT)]

k=—

+jk; [R(s - kT) I(q — kT) — R(n — kT) I(z — kT)] (A2)
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equation (Al} can be writlen as

£

. 1 e
Plw) = A_Z ;f R(; — kT) emist d&f_ Vi) Rin — kT)

@

.« eividy 4 Y 7 It — KT) ek dt
A=— = — =

o

oa k- ]
. f Vi) In — AT) eiely 4§ Z T Rz - kT
— h=—

= — o

o et d&f Voln I{n — kT) e dn

=0

i 1
-j 2 - It — kT) e-it dg
I(:fsuT —

. f Vg Rig — kT) e dy

£

The first sum of equation (A3) can be rewritten as

;fw Vc("’])\: Z R("? — kT) e:wmk?'):’ d,?f R(E) o—iwt dg

w0 h=—mw w0

From Poisson’s formula,

5 (W—%T 1 i k i (27 Tk
2 JRN—RT) — — — j(em
:Z_:,, R(n — kT) e 7L ol7)e
where
O(x) = f R(n) e e=i"= dn
Thus,

J:- Va(n) [}. k,Z_ Q(I_") gj'(27"fi"]k7¥:|dn

T/2

1 o
-7 qmw=qm=f R(n) e di
—-T/2 —®

(A3)

(A4)

(A3)

(A6)

(A7)
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Substituting equation (A7) into cquation (A4} yields the first sum of equation

(A3):
1 E=] o
}f Rin) e dnf R(g) et dt

1 o0
= T‘ﬁm R(r) et dt

2

(AB)

Similarly, the second sum of equation (A3) is (1/T), J‘, > Ity » et ddr| 2 and
the remainder of equation (A3) will equal zero. This is the answer expectled for
a linear TWT,
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The application of TOOMA to the
Intelsat IV satellite series

WiLLiam G. SCHMIDT

Abstract

An extensive serics of time-division multiple-access (TDMA) experimental
programs has established confidence in the technical feasibility of this transmis-
sion technique and the advantages which can be derived from it. This paper
outlines the elements of a prototype TDMA system conceptually designed for
use with INTELSAT 1v satellites and for possible introduction into opcrational
networks.

The terrestrial interface with the TDMA terminal, and the transmit- and
receive-side equipment, including the 4-phase PSK modem operating at 60
Mbps, are discussed. The control section relies heavily upon a small processor
which performs a number of critical operations. To ¢nsure reliable operation, afl
commeoen terminal equipment is redundant, and continually monitored *‘hot
standby’* capability is provided. The modularity of the TDMA terminal design
will permit the operational lifetime to extend through the INTELSAT v era.

Introduection
In TDMA, nonoverlapping bursis of a carrier are transmitted through

the satellite repeater so that many signals can share a common repeater.

This paper is based upon work performed in ComsaT Laboratories under the
sponsorship of the International Telecommunications Satellite Organization
(INTELSAT). Views expresscd are not necessarily those of INTELSAT.
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Such a technique offers a number of advantages over multicarrier FDMA;
specifically, it provides a significant increase in capacity and operational
flexibility, and it requires much less up-link power control. It also promises
service flexibility and cost increments more closely associated with a
per-satellite base than a per-link base.

COMSAT began investigations in this area in 1964. Shortly thereafter,
the MATE TDMA terminals were developed under INTELSAT sponsor-
ship for use in the first experimental TDMA network operation over the
INTELSAT [ satellite in 1966 [1]. Other experimental TDMA systems were
subsequently tested [21H5] or proposed [6], [7]. As a result of this work,
the technical feasibility of TDMA has been established and its introduction
into INTELSAT's operational networks is being considered. Before this is
done, however, certain cconomic, operational, and technical aspects must
be considered. To assist in this effort and to consolidate the various view-
pointsinto a single body of information, INTELSAT has established a TDMA
Working Group, which has met 11 times over a period of more than two
years,

One of the most important results of these meetings has been the speci-
fication of a prototype TDMA system that will not only be used for field
trials with the INTELSAT 1v class of satellite, but will also provide a firm
design base for operational TDMA terminals with INTELSAT v satellites
and with later generations of INTELSAT satellites. Although INTELSAT is
still studying the prototype TDMA specification and considering the ap-
proval of a field trial program, the general approach and some of the
probable features of the system are of interest,

System design objeetives and features

The prototype TDMA system design is intended to provide a service
quality and reliability which are equal or superior to those provided by
existing FM/FDMA equipment, while yielding significantly higher channel
capacities and operational flexibility. The range of services to be accom-
modated is also enlarged and the latest advances in digital solid-state
circuitry will be used to provide these services as economically as possible.

The prototype TDMA system is characterized by a number of features
which mark the difference between experimental models and operation-
ally oriented designs. The {rame length of this system is 750 microseconds,
which is six times the voice channel PCM sampling peried of 125 micro-
seconds. This longer frame was chosen for a number of reasons:
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a. A lenger frame period lowers the TDMA transmission overhead,
thereby increasing the system capacity [6]. This capacity increase
(which will provide added space segment revenue) 1s traded off against
the cost of additional storage at each terminal.

b. The use of burst-operated high-speed PCM codecs which have
output rates equal to the TDMA bit rate is economically attractive.
Howecver, past experience with such high-speed codecs at 50 Mbps has
indicated that the transient response required of the sample-and-hold
circuits in connection with the extremely wideband analog signaling
channels yields unacceptable quantization distortion and excessive
crosstalk [3], [4]. Since it is likely that TDMA systems will be operated
at 500Mbps during this decade, the difficultics encountered by the burst-
operated codecs will be significantly ecompounded. The use of contin-
uous, low-speed codecs (less than 10 Mbps) with rate-changing buffers
will provide the high-quality PCM characteristics required for satellite
use, since these same codecs are used for the terrestrial digital trans-
mission systems.

c. To ensure compatible system operation with either 4- or 8-phase
PSK modulation, the ratio of TDMA frame to PCM frame must be
an integer multiple of three. A value of six was chosen.

In most experimental systems the burst of a preselected station has been
used as the relerence burst position. [ a power failure occurs at that sta-
tion, another station will replace the reference burst by moving its own
burst into the empty reference burst position. All of the bursts in these
systems contain traffic data.

In the proposed system, the burst synchronization reference is a special
burst, called a “sync burst,” which carries no traftic. The tratfic-bearing
bursts, called data bursts, do not move from their preassigned positions in
the frame structure. The sync burst is transmitted as a separatc burst by
one of a group of previously selected reference stations. Nat only doces
this simplify reference station handover procedures, but it also enables
the TDMA system to have a common frame synchronization across the
multiple repeaters of an INTELSAT 1v satellite. This technique enables a
single terminal to operate through several repeaters within one TDMA
frame (transponder hopping). Other features of this system are as follows:

a. a high degrec of modularity, which will permit its use beyond
the INTELSAT IV era;

b. the ability to work in preassignment and time-assignment modes
of operation;
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c¢. the ability to process multidestinational subbursts;

d. the ability to provide service over a wide range of terrestrial
input signals;

e. the use of minicomputers to provide preprogrammed responses
in the control subsystem and flexible monitoring and redundant
switching functions; and

f. nonvolatile storage of operating data to ensure minimum inter-
ruption of service in case of power system outages.

Burst formais

As indicated earlier, two types of bursts are cnvisioned for use in the
proposed system. The first type, the sync burst, is transmitted by the carth
station serving as the primary reference for positional tracking and syn-
chronization. There is no more than one sync burst per repeater. All other
bursts in a repeater are data bursts, which carry the normal PCM-coded
traffic. The detailed structure of these bursts is shown in Figure 1,

SYNC
BURST

I 750 us
¥ 1

STATION STATICN . & e STATION
A B X
SLACK

DATA BURSTS

SYmBOLS

30 LW 4
il 1
DEMODULATOR unioue | sTa
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SYNC BURST DATA BURST
FORMAT FORMAT
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PREAMELE
SYMBOLS
30 10 4 2 2 12 12
I ! ! ! L I
I 1 1 1 1 1
DEMODULATOR UNIQUE s7a. IDENT.JooNT] 1Y | VOIcE A | voice's
SYNC WORD & STATUS |SIG. ORDER WIRE

Figure 1. Burst Formuats

APPLICATION OF TDMA TO INTELSAT IV 2601

The sync burst, which is the frame positional reference, starts with a 30-
symbol pattern of bits which enables the 4-phase coherent PSK demodula-
tors to acquire the carrier reference and regenerate the symbol timing.
The next pattern is a 10-symbol (20-bit) correlation codeword {unique
word), whose detection identifies the sync burst and uniquely locates the
symbol slot, which is generally used as a TDMA frame starting point. This
correlation pulse is the basis for the burst synchronization technique em-
ployed in the system [8], [9]. The sync burst concludes with a 4-symbol
{(8-bit) codeword which identifies the transmitting station.

The data bursts are enclosed in a guard time cushion of at least 12 sym-
bols; at least six symbols at the beginning of the burst and six symbols at
the end of the burst are allotted to burst allocation. At 60 Mbps, this repre-
sents a worst-case burst synchronization tolerance of 4200 ns, which is
much looser than that allowed in most of the recent experimental 50-
Mbps TDMA systems [3]-{5]. However, it is consistent with the niore
conservative design approach which operational systems must embody.
The guard time is also a component of the slack time, which is the total
unused time between bursts. The burst signal itself starts with a 30-symbol
demodulator synchronization pattern followed by a 10-symbol unique
word, A 4-symbol (8-bit) codeword idemtifies the transmitting station
in six bits, and two additional bits convey the reference station status
of that station. There is one primary reference station (which transmits
the sync burst) and two hot standby reference stations, which will re-
place the primary reference station if it has an outage.

Another 2-symbol time slot in this preamble is devoted to conveying con-
trol signaling, which includes the following signaling functions:

a. primary reference station and sync burst replacement,

b. common channel order-wire signaling, and

c. positional data feedback in spot-beam transmission situations if

desired.

These signals are contained in 40-bit data blocks which are coded for error
detection purposes. These blocks are formed over 10 preambies, and the
framing synchronization is provided by transmitting the complement of the
unique word every tenth frame.

The remaining 22 symbols of the preamble are dedicated to the normal
order-wire requirements of the INTELSAT network, which consists of
both teletype and band-limited voice services. Multiple 50-baud service is
multiplexed into a 2-symbol slot, and two voice channels are provided in
two 12-symbol slots at the end of the preamble. Each voice channel is
digitally coded by using 32-kbps delta modulation.
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Terminal configuration

Figure 2 is a general block diagram of the terminal equipment. The
TDMA terminal has three principal subsystems: TDMA interface modules,
common TDMA terminal equipment, and test and maintenance center.
The TDMA interface modules format the terrestrial signals or their
components into a flexible, cfficient block format which forms the basic
input to the common TDMA terminal. Because of the large variety of
terrestrial signals, as well as the wide range of application and traffic situa-
tions which are in many ways unique to a particular station, a large class
of optional modules could be specified. However, one station ordinarily
would employ only a few of these modules.
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Figure 2. Block Diagram of the TDMA Terminal Equipment
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The common TDMA terminal consists of three major subsystems: the
transmit-side subsystem, the receive-side subsystem, and the control sub-
system. The terminal equipment reliability is of prime importance to over-
all system operation; hence this equipment is completely redundant.

The test and maintenance center helps to troubleshoot and repair off-
line common equipment and interface modules. It is envisioned that pro-
grammed diagnostic testing capability, which can exercise the common
TDMA terminal equipment, each subsystem within a terminal, and each
interface moedule, will be provided. Programmed fault isolation will be
provided down to the subsystem level, and in many cases, down 1o the
module level. Beyond that peint it will not be practical to have pro-
grammed isolation; therefore, troubleshooting and repair will be done by
skilled technicians in the more conventional fashion.

TDMA interface modules

The inputs which can be employed by PCM,/TDMA systems vary con-
siderably in content (i.e., voice, data, visual telephone, or FDM as-
semblies), mode of operation [i.e., preassignment, demand assignment, or
digital speech interpolation {DSI}], bit rate (currently from 1.544 to 8.448
Mbps), and PCM standard (two at the primary level, and currently five
at the secondary level). There must be some means of processing these
inputs into subbursts which may be easily multiplexed and demultiplexed.

A set of modules, called TDMA interface modules (TIMs), is suggested
for this function, in which the terrestrial signals are processed into a format
which is optimized for satellite applications. These modules generally have
two parts; the first converts the analog signals into digital signals via PCM
encoding on the transmit side (and performs the inverse operation on the
receive side), and the second converts these digital signals from continuocus
signals to burst signals by using compression buflers and performs the
inverse conversion via expansion buffers. If the terrestrial transmissions
are already digital, the PCM equipment is not required, but the compres-
sion/expansion buffers may be enlarged to provide the elastic store func-
tion associated with pulse stuffing techniques.

There are generally three classes of PCM equipment. The first, called the
PCM codec {coder-decoder), converts a single analog signal into a PCM
bit stream and also performs the inverse operation. The second is the PCM
multiplex. This unit individually converts multiple analog signals into digi-
tal form and then multiplexes these digital signals into one continuous bit
stream. The third class of PCM equipment is the digital multiplex, which
multiplexes multiple digital bit streams into one bit stream with a higher bit
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rate. A PCM multiplex which has an output bit stream at an approved bit
rate corresponding to the “primary” level of a national/international net-
work may be called a primary multiplex. Secondary multiplexes may be
of the “digital” or “PCM” variety.

The TIMs fall into three broad categories according to the interface
signal being presented to the TDMA terminal:

a. voice frequency interface modules,
b. FDM assembly interface modules, and
c¢. direct digital interface (DDI} modules.

These classifications do not necessarily correspond to the transmission
form of the actual terrestrial facilities. Because of the flexibility and trans-
mission efficiency of the voice frequency input to a TDMA terminal, this
category probably has the greatest number of optional modules. However,
such advantages are achieved at the cost of a more expensive assembly of
mux,/demux equipment needed to relate the conventional group and super-
group employed on the CT-ES link to the voice frequency baseband used
by the TDMA terminal. Further, the maintenance problem is made more
complex because there is a multiplicity of baseband channels rather than
one large “‘channel.”

The options specified for voice frequency interface modules are divided
into three subcategories, The first and largest subcategory describes can-
didate options for preassignment operations which may be point-to-point
or peint-to-multipoint within the TDMA subburst assigned to the signal.
The next subcategory is for modules that may be adapted for demand-
assignment (variable destination) operation. Since these modules are
capable of efficiently using DSI techniques, their signaling aspects are
important. However, the TDMA Working Group has decided to tenta-
tively exclude variable destination operation from the prototype TDMA
design.

While therc are numerous options for voice frequency inputs, the TDMA
Working Group has proposed one particular TIM for several reasons,
Since the C.C.I.T.T. has been unable to develop a single standard for the
primary [10] or secondary multiplex level [11], or for a compression law
[12], there are currently multiple standards at the regional level. Hence,
the interregional connections, which are usually handled by satellite
services, must bear the burden of the “dissimilar connection.” Further,
there are certain framing, signaling, and housekeeping functions inherent
to the terrestrially derived PCM equipment which are not required by a
subburst within a TDMA transmission because the information is already
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gvailable. Elimination of the bits which perform these functions
would permit more efficient subburst formats. In addition, the PCM
structure of the subburst should be locked to the TDMA burst framing;
such frame lock is not available in terrestrial PCM equipment. Finally,
the terrestrially derived multiplex standards employ building blocks of
24 or 30 voice channels so that the basic trunk size is too large for satellite
services in which the channel increments are typically one or two voice
channels.

The solution envisioned for the foregoing problem is a standard
INTELSAT PCM multiplex, which can be expanded in single-channel
increments up to a maximum of 60 channels. The basic PCM coding is
that prescribed by C.C.IT.T. recommendation G.711 [12]; since the
input signals are at voice band, the digital PCM signals will not propagate
beyond the earth station into the national network, which may use a
different PCM standard. The performance characteristics of this PCM
processing are as follows:

sampling frequency; 8.000 Hz = 50 x 10-%

load capacity: +3dBm0 £ 0.3 dB
compression law: 13-segment A-law (A = 87.6)
quantization: 256 levels (8-bit)

idle channel noise: —63 dBm0p

interchannel crosstalk: —65 dBm0

guantization distortion: within 4 dB of theoretical

Another approach to baseband processing of voice band signals in-
volves DSL. The best known example of speech interpolation technology
is the family of TASI {(lime-assignment speech interpolation) terminals
currently being employed over the major Intercontinental submarine
cable routes [13], [14]. The advantages of DSI over its analog predecessors
are its fundamentally digital characteristics, which enable a lower cquip-
ment cost per channel, and its improved voice detection circuitry, an
example of which is given in Reference 15.

Two competitive classes of DSI equipment have emerged. The first
category includes equipment which reflects a digital extension of the prin-
ciples embodied in TASI [16], [17]; the second category of equipment is
more closely related to the highly predictive characteristic of speech [18].
Both approaches have shown such promise in their carly developmental
stages that the TDMA working group has decided not to specify variable
destination demand-assignment equipment for field trial use because DSI
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equipment can apparently provide superior service at a lower cost. It is
hoped that the field trials, which will test these and perhaps other methods
of speech interpolation, will provide the basis for administrations to choose
a preferred approach and, hopefully, to determine a single method.

The use of bulk PCM coding of FDM assemblies, especially super-
groups and larger assemblies, is particularly advantageous because,
until some time in the future, these assemblies will represent the predomi-
nant form of terrestrial signal interfacing with the earth station. Hence,
the costs associated with the interfacing, PCM coding, and maintenance
are minimized. The disadvantage of this approach is that its transmission
form is less efficient than a voice frequency input followed by PCM
coding and time-division multiplexing. For example, a bit rate of 3,840
kbps will be required to process 60 voice channels by the channel, whereas
bulk encoding of a 60-channel supergroup, which could result in a lower
quality channel, might require a bit rate of about 5,184 kbps. Both ap-
proaches will meet the performance levels recommended by the C.C.I.R.
for satellite links, however [19). While it has been decided by thc TDMA
Working Group that PCM-coded supergroup equipment will be evaluated
in the prototype field trials, this equipment, which requires complex
tradeofls between quantization noise, overload noise, crror rate noise, and
error correction, is still being investigated, The FDM /PCM codec will op-
erate on the FDM signal positioned in the band from 312 to 552 kHz.
The PCM encoding will use bandpass sampling at 576 kHz with linear
guantization of 512 levels (9 bits). The PCM code is to be folded binary
and the PCM sampling will be synchronized to the TDMA frame (432
samples per TDMA frame). The clipping level of the encoding is to be
21.8 dB relative to one test channel tone level. The quantization noise
in any voice channel is to be less than 3,000 pWOp for any supergroup
level between +7.6 and —25.0 dB relative to one test channel ione
level using white Gaussian noise loading over the supergroup bandwidth.

Because DDI signals are not expected to appear at most earth stations
until after 1980, the appropriate equipment has not received much atten-
tion. Further, the failure of the C.C.LT.T. Special Study Group D to
agree on a single PCM standard for individual channel characteristics or
the primary or secondary multiplex level has placed the burden of inter-
connecting the dissimilar systems upon intercontinental digital systems,
which will be available only by satellite. Becausc there appears to be
no immediate need for DDI equipment and because standardization has
not yet been achieved, the DDI aspects of the prototype TDMA system
have been given a second priority.
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Transmit/reecive-side and conirol subsystems

The common TDMA terminal cquipment shown in Figure 2 is intended
to have three elements which operate as follows:

a. The transmit-side subsystem generally performs the information
processing and handling which is appropriate to the transmissions
of the terminal. This includes time-division multiplexing of the
terminal burst elements, prcamble generation, application of an energy
dispersal waveform to the mainstream data and, finally, premodulator
differential encoding and modulation.

b. The receive-side subsystem performs the inverse operations on
the received signals and also performs aperture generation to increase
the reliability of burst detection,

¢. The control subsystem is responsible for all system restructuring
and control, initial acquisition, fast re-entry, burst synchronization,
and housekeeping functions required for very reliable terminal and
network operation,

The transmit-side subsystem operations are controlled by the multi-
plexer, in which a nonvolatile content-addressable memory is activated by
a symbol slot counter. Hence, the multiplexer not only reads out the con-
tents of the appropriate TIMs at its input ports, but also turns on the pre-
amble generator, in which the burst preamble for a particular frame is
stored, and initiates the scrambler so that a pseudorandom sequence is
added (in modulo-2 form) to the two parallel bit streams (the P and Q
channels). This energy dispersal approach is employed to ensure that the
satellite down-link signal docs not interfere with terrestrial microwave
facilities [20], [21]. Finally, the parallel burst-type bit streams are differen-
tially encoded to aid the demodulator in resolving carrier phase ambiguity
and performing data channel identification [22].

The receive-side subsystem demodulates, decodes, and descrambles the
received bursts, Then the various information-bearing elements of the
burst are distributed to their respective processing units. For example, as
shown in Figure 2, the preamble detector selects the preamble from the
burst and distributes the station identification code and status, the control
signaling channcl, the arder-wire portions of the received preamble, and
certain of its “unique word detected™ signals to the control section. These
unique word detected signals are also keptwithin the receive-side subsystem
since they are supplied to the aperture generator and to a symbol slot
counter in the demultiplex. In the demultiplex the data subbursts of interest
are selected out for distribution to the return side of the TIMs,
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The control subsystem is the operational heart of the terminal. The major
element in this subsystem is a small general-purpose digital computer pro-
grammed to perform many functions, which may include the following:

a. order-wire input/output signaling,

b. multiplex/demultiplex format restructuring,

c. control signaling channel word format assembly and error de-
tection encoding and decoding,

d, short-term interrupt response procedures, and

e. standby equipnient exercising.

Another vital part of the control subsystem is the equipment used to
allow stations to enter the TDMA transmission frame and maintain their
relative frame position so that they do not overlap and interfere with any
other burst. A station enters the TDMA transmission frame by first
demodulating all of the existing bursts and detecting the unique word of
the sync burst. This unique word is complemented in a prescribed pattern
so that the beginning ol a new time-divided superframe is discernible. Dur-
ing this superframe each of the possible stations is given a slot within
which it may transmit a low-level ranging signal to synchronize itself in the
TDMA frame. After the correct range is determined, the preamble is trans-
mitted at full power and its position is adjusted to achieve final positional
accuracy; then the entire burst is transmitted at full power. This entire pro-
cess requires less than a few scconds. Thereafter, the steady-state burst
synchronization technique is used. In case of a short-term power loss, a
special technique is employed to provide more rapid re-entry into the
transmission frame.

PSK modulator-demodulator

The modem proposed for use in the prototype TDMA terminal cquip-
ment employed in an INTELSAT Iv global beam will initially operate at
about 60 Mbps and employ differentially encoded, 4-phase-coherent, PSK
modulation. The differential coding cnables the phase ambiguity of the
reference carrier to be tesolved and also permits data channel determina-
tion,

The modulator, which appears in Figure 3, accepts the two parallel
data streams in symbol rate bursts, the symbol timing, and a carrier ON/
OFF signal in synchronism with the data and provides a modulated carrier
burst, which is generally at an intermediate frequency. The signal is then
translated into the RF spectrum by the earth station’s up-link.
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The demodulator, shown in Figure 4, receives the TDMA modulated
carrier burst at IF, recovers the coherent reference carrier and symbol
timing for each burst, and uses them to demodulate the remainder of the
burst. It then provides an output of two parallel data channels, P and Q,
containing the data which have been sequentially transmitted by all stations
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in the network to a particular station, and the recovered symbel! timing,
which is coherent with each channel’s data.

A complete discussion of technical considerations and performance
tradeofls is beyond the broad scope of a general article such as this. The
effects of factors such as intersymbol interference, AM/PM cochannel and
adjacent channel conversion, carrier and timing recovery, and IF selection
have been the subject of many discussions in the past and will continue to
be discussed in the future [23]-[25]. Hence, the eventual PSK modem must
be capable of providing not only exceptionally reliable performance in the
burst mode of eperation peculiar to these modems, but also a quantitative
assessment of those factors which tend to degrade overall performance.
These degradation factors will then be the subject of further study.

It appears possible to use an 8-phase modem in the INTELSAT Iv spot
beams to achieve a very band-limited 105 Mbps. There is insufficient
power to support a 16-phase system in its normal band-limited mode of
operation, however.

Transponder hopping

A study of algorithms for placing TDMA traffic across the multiple
INTELSAT Iv transponders usually leads to a first attempt to use one long
burst from each station. While this approach minimizes the up-link
requirement at each earth station, it also tends to maximize the down-
link requirement.

It has been found that the use of many short bursts into judiciously
selected transponders makes it possible to significantly reduce the down-
link requirement with a comparatively small increase in the up-link re-
quirement. Further, and perhaps even more significantly, it appears that
this approach to traffic allocation enables burst positions to be assigned
so that simultaneous transmission to multiple transponders or simul-
taneous reception from multiple transponders may be avoided. Such traf-
fic allocations permit “transponder hopping,” i.e., the use of a single
TDMA terminal operating across a number of repeaters within a single
TDMA frame.

Figure 5 shows the method of allocating transmit bursts and receive
bursts of interest across the multiple global-beam repeaters of an
INTELSAT Iv satellite to a single station, This technique is not restricted to
global-beam use, however; it may also be utilized in the spot beams of
an INTELSAT Iv if appropriate burst synchronization procedures are fol-
Iowed. The transponder hopping terminal cquipment configuration is
shown in Figure 6. The prototype TDMA system field trials will probably
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test and evaluate the performance of this configuration. It is envisioned
that selection of the proper up- and down-links will be controlled by
memory elements within the multiplex and demultiplex units, but this
control can be activated by other timing and control centers in the terminal.

Redundanecy switchover and mainienance

One of the primary functions of the processor in the control section is
that of monitoring the operational performance of all of the elements of
the common TDMA terminal equipment, i.e., both “on-line” elements
and redundant elements in the hot standby condition. Clearly, these
elements should have built-in fault and/or performance sensing and moni-
toring points. These points may be analog signals (to be quantized later),
or digital signals. Storing the nominal bounds of these values within the
processor, and if necessary, orienting the monitoring procedures in terms
of priority, should result in very fast detection of faulty conditions.
Periodic printouts of monitoring point values can be easily obtained for
logging and maintenance purposes.

After a faulty condition is detected, the usual procedure consists of
taking the unit off-line electrically and then advising the test and mainte-
nance (T&M) center of the situation. 1t is envisioned that the processor
in the T&M center will be oriented toward diagnostic fault finding and
performance testing. Although the latter function is also performed in
the control section processor, it is performed to a much finer degree in
the T&M center.
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Power balancing in systems
employing frequency reuse

J. M. AEIN

Absiract

This paper addresses the problem of power balancing to equalize interference
effects in a satellite communications system employing frequency reuse. The
use of power balancing in a simplified mathematical system model leads to a
classical eigenvalue problem. Physically admissible solutions are limited to
positive eigenvalues with associated cigenvectors having only positive coordi-
naies. The Theorem of Frobenius demonstrates the existence and unigueness
of such solutions. The model is then exiended to include thermal noise effects
and available power constraints. Finally, the complex effects ol nonlinear
transponders are discussed.

Iniroduction

The expected growth in needed communications satellite capacity in
the 4/6-GHz band, coupled with achievements in space technology, is
initiating the era of spectrum- or bandwidth-limited satellite system de-
sign. The most potent approach to the provision of capacity in a band-

This paper is based upon work performed in Comsat Laboratories under the
sponsorship of the International Telecommunications Satellite Organization
(INTELSAT). Views expressed are not necessarily those of INTELSAT.
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limited system is frequency reuse of spatially isolated propagation paths,
that is, propagation directionality and polarization. Since spatial isola-
tion is never perfect, systems employing frequency reuse will tend to be
limited by intrasystem interference. The objectives of this paper are to
exhibit in a simplified way some of the subtleties involved, to establish
the complexity of the subject, to provide some initial insight and possible
approaches, and to stimulate further interest in the area.

Communications satellite systems employing frequency reuse with con-
ventional FM telephony carriers are examined. The simplified model
includes only one satellite input/output port pair per transponder and
port coupling coefficients which are linear in power and independent of
viewing angle. The problem addressed is that of adjusting the power
levels among the various transmitted carriers to equalize the ratio of
total noise plus interference to desired carrier power, (N -+ [)/C, over
each system port. Baseband performance is directly related to this quan-
tity [1H[3].

Initially, the up- and down-links are treated separately (single-link
case), If thermal noise is neglected, equalization of the f/C ratio over the
ports is a classical characteristic value problem with the physical con-
straint that the only acceptable eigenvalue/eigenvector pairs are positive
eigenvalues with associated eigenvectors, all of whose elements are also
positive. The eigenvector elements represent the power allocation to the
carriers and the eigenvalue is the realized 7/C ratio.

The Theorem of Frobenius is used to show that, for suitably structured
systems, a physically acceptable solution does exist and is in fact unique.
Since the structuring requirement applies to the aggregation of ports into
noninteracting groups, it provides physical insight, particularly in the case
of a multiband satellite.

Thermal noise and available power constraints on the links are then
introduced by utilizing the eigenvector structure of the interference prob-
lem. Since an eigenvector can be arbitrarily scaled, thermal noise and power
constraints absolutely determine the transmitted power levels and the
minimum achievable (N + [}/C ratio,

Next, the end-to-end problem (up-link in cascade with a down-link) is
addressed by utilizing linear transponders with variable gain settings. As
in the single-link discussion, thermal noise and power constraints are
introduced after first considering the problem of interference only. The
end-to-end path can always be solved as two single links in cascade; the
transponder gain settings are automatically determined by the separately
solved up- and down-link transmitted power. The overall (N + I}/C
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ratio is then the linear sum of the up- and down-link (¥ + I}/C ratios.
For the trivial case of two input/output port pairs, an optimum gain
setting which minimizes the total (N + [)/C is achieved by treating the
up- and down-links separately. No such result has been realized for more
complex systems.

Finally, the nonlinear effects of the transponder output are discussed.
For helix TWTAs, there are two principal effects: multicarrier inter-
modulation noise, which is added to interference and thermal noise com-
ponents, and a nonlinear output vs input power relationship. Of these
two effects, multicarrier intermodulation noise presents the most difficult
problem. In this case, only the approach involving single links in cascade
appears tractable.

A final observation emphasizes the relative ease with which dimen-
sionality increases in systems employing frequency reuse. Even within the
perhaps overly simplified structure adopted here, the dimensionality in-
creases rapidly.

System model

The system mathematical model is made as simple as possible. Shown
in Figure 1 are i = 1, 2, 3, .. ., n simple parallel transpender paths on one
satellite, Each path has an input port with up-link peak power density
per carrier p,, transponder gain k;, and output peak power density g..
Each path also has normalized up- and down-link thermal noise sources
of uniform densities g, and A,. The input and output ports have mutual
isolation coefficients x,;, vy, defined as follows. If 1 watt is injected into
the jth port, x;; watts are inflicted on the jth port. Similarly y,; are the
output port couplings perceived at an earth terminal. These coefficients
must be nonnegative (positive or zero) and should be small. They mathe-
matically represent the isolation achieved by antenna cross polarization
and directivity. Since interference effects are being examined and the ith
path does not interfere with itself, x;; and y,; are identically zero. Thus,
input and output isolation matrices X = {x;}, ¥ = iy}, i, j, = 1, 2,
..., i, with zero main diagonals, are defined. Implicit to this formulation
is the linearity on the interference power coupling between ports based
on incoherent addition of the RF signals. If 2 watts are injected into the
Jth port, then 2x;; watts are inflicted on the ith port. Signal-dependent
port isolation schemes such as sidelobe cancellation techniques require
nonlinear analysis beyond the scope of this work.

The simplification of the model must be emphasized. The parallel path
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transponder plan of Figure | is a limited representation of a real satellite.
Note that only a single input/output port pair per transponder is con-
sidered. (The term *‘port” is used rather than the term ““antenna.” An
antenna with polarizers and frequency filters might be represented by
several ports.) Further, since the X and ¥ matrices are dependent on view-
ing angles, they need not be the same for all earth stations accessing or
receiving from a common port. In addition, contrary to previous assump-
tions, all earth stations accessing a common port need not be identical.

The effects of interference on an FM telephony carrier can be related
to the (N + I)/C ratio. Consequently, this quantity is of principal interest.
Carrier power will be allocated in proportion to signal bandwidth to make
the results as independent as possible of specific carrier parameters.

Interfering carriers are assumed to be cochannel carriers (i.e., carriers
on the same frequency). Although frequency interleaving is certainly
advantageous, it is not addressed herc. This technique can be equated
mathematically to changes in path couplings which in turn generate new
X and Y matrices. This then leads to the X and Y synthesis problem (i.e.,
design), which certainly deserves further effort.

Single-link interference

Thermal-noise-free problem

Initially thermal noise is ignored and only the up-link pertion of the
path is considered, OF interest is the summed interference-to-carrier power
ratio, I/C. Since system customers are usually interested in a standard
of performance irrespective of the particular transmission path, it is
reasonable to strive for a constant [/C for all paths.

To permit the use of carriers with different numbers of baseband chan-
nels and yet preserve the mathematical simplicity of an equal-carrier
model, it is assumed that the power assigned to any carrier accessing the
ith port is

P = \/ET ufupi

€
f=n
4]
=
4]
"o

= carrier power for a carrier entering the ith port
p = rms modulation index of the carrier
= highest baseband channel frequency in the carrier.

o™
|

All carriers entering the ith port have the same peak power density, p.,
since /2, f,u is the equivalent noise bandwidth of any carrier.
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The I/C ratio can be computed by using peak power densities which
characterize the carriers entering a commeon up-link port. This ratio will
be the same for all carriers in a common port. If it is assumed that any
carrier entering the ith port is subjected to cochannel interference from
all other ports, then, fori = 1,2,.. ., n,

. - Pi
{(/C); = Z X
i=1 Pi

where, of course, x;; = 0.

For p;, i = 1,2, ..., #, the objective is to choose values so that, for
each input port, ({/C); is a constant value independent of any particular
port. Setting {I/C), = » and multiplying both sides by p. for each 7 = 1,

2, ..., nyields the following eigenvalue problem:
(X—xHP=20 {1
where X = interference isolation matrix
P = column vector of input power densities,
PP oo P

I = identity matrix.

The elements of the eigenvector solution represent the peak power den-
sities of carriers accessing each of the n ports needed to achieve a constant
I/C which equals the eigenvalue N\. Every element, p;, of a physically
admissible eigenvector must be positive (P > () and ) must be greater
than 0.

Within the statement of the problem there is no guarantee that a phys-
ically admissible solution, i.e., A, £ > 0, exists. [If no admissible solution
exists for certain X matrices, then the objective of equal {{/C); is not
achievable.] Since the trace of the isolation matrix is zero (x;; = 0), the
sum of the eigenvalues must be zero. Consequently, there exist phys-
ically unacceptable solutions.

Fortunately, interference matrices are homomorphic to stochastic
matrices for which a considerable amount of theory exists. This theory,
in particular, the Theorem of Frobenius, establishes the existence of
unique admissible solutions. Before the implications of this theorem are
explored, it is useful to provide an example of the preceding points.

EXAMPLE

Consider the up-link to a satellite with three spot beams and one global
beam using a common frequency band. The three spot beams have a
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mutual sidelabe rejection ratio, x,. The spot beams have a common polari-
zation which is cross polarized to the global beam. Since the polarization
isolation need not be reciprocal, let x» represent the isolation of the global
bearm from any of the spot beams and let x; represent the isolation of any
spot beam from the global beam. The X matrix for this example is then

0 X X1 X3
X 0 X Xy
A= (2)
X1 X1 0 X3
X X9 X2 0

where 7 = 1, 2, 3 are the spot beams and 7/ = 4 is the global beam.

The characteristic polynomial, A(x),* for the X matrix of equation (2) is

AN = A — 3(x] 4 xoxs) A — 2{x¥ 4 3xpxexs) A — 3xlxexs
which factors into
AN = (A4 x% (A2 — 2x 0 — 3xaxy)
Consequently, the four eigenvalucs of x are

A = —xy, a double root

A= x1|:1 + \/l n (3x;?a>:|
1

Note that Zh = 0, Note also that there is only one admissible eigenvalue
corresponding to the largest (and only positive) eigenvalue. The corre-
sponding positive eigenvector is given by

2
per[nnn )]

where p = arbitrary scalar
A = unigque positive eigenvalue given previously.

*A(A) = determinant {X — M].
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For a properly defined system, it is doubly fortunate that, not only
does a physically admissible solution exist, but that this solution is unique.
That is, of all of the eigenvalue/eigenvector pairs, one, and only one,
eigenvalue, e.g., A = r, a positive number, and its associated eigenvector,
P(r), have the physical admissibility property r > 0, P(¥) > 0. The basis
for this result is the Theorem of Frobenius for nonnegative irreducible
matrices,

The Frobenius Theorem and its implications will now be reviewed
from Reference 4. First, two preliminary definitions are presented:

a. A matrix X is nonnegative if every element, x;; > 0. Interference
isolation matrices are nonnegative matrices whose main diagonal
clements are all zero.

b. A square matrix X is reducible if there is a permutation® of rows
and columns that put it into the form

where 4 and B are square matrices which are not necessarily the same
size.

Interference isolation matrices can be reducible; in this case, the system
has been improperly defined or is pathologic.

Theorem of Frobenius [4]: An irreducible, nonnegative, finite matrix,
X = (x4), always has an eigenvalue A = r > 0 that is a simple root of the
characteristic equation A(A) = 0. All of the other eigenvalues satisfy
[A] < r. To this “maximal” eigenvalue, A = r, there corresponds a positive
eigenvector, i.e., one whose elements are all positive. [Moreover, for some
positive integer i, (A* — r is a divisor of the characteristic polynomial
A(A). The eigenvalue A = r, Mo, Ay, . . ., A 0f X taken as a point set in the
complex A plane, goes over into itself under a rotation of the plane by
the angle 2#/k.]1

*If two rows are permuted, then the corresponding columns must also be
permuted. This is equivalent to renumbering ports.

t This portion of the theorem is not used in the following.
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A corollary to the Frobenius Theorem states that the positive eigen-
value/eigenvector pair, r and P(r) > 0, is unique.

If all of the ports are arbitrarily cxcited with equal values, p; = p,
then {/C on the worst and best ports will be the upper and lower bounds
of #, respectively. Moreover, in this equal-excitation case, r does not
equal its bounds unless all ports have equal //C. Mathematically, » is
bounded [4] by the “row sums”

min > xg < 7 < max Q. xy {3

i=12 ...nj=1 i j=1

where neither equality is attained unless all row sums are identical. The
eigenvalue maximum principle for irreducible nonnegative matrices is
given [4] by

_ ' ’ . " }2.1_]\
r=max g omin D x i *

A relatively weighted (//C); objective is easily obtained. That is, given
positive numbers a;, { = 1, 2, . . ., n, the objective is to obtain

1O = X xi 2 = hay
j=1 Pi
fori=1,2,..., n The aq; establish a relative interference-to-carrier level
between the ports (a, could equal 1) and apportion or unbalance the inter-
ference effects. The A set the absolute levels. Equation (1) is obtained by
modifying the rows of the X matrix to obtain the matrix X’, where, for
eachi=1,2,...,n,

Xij — a

If X is irreducible, X’ is also irreducible; hence all of the previous theoreti-
cal results hold except that a different solution is obtained for the X’
matrix,

Reducibility is an important issue. Permutation of the rows and col-
umns* makes it possible to put [4] every nonnegative reducible matrix, X,

* It should be remembered that, if two rows are permuted, then the corres-
ponding columns must also be permuted.
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1

into the following *“normal form,” where the submatrices X, X,, . . .,

Xy - . . Xy on the diagonal are irreducible, square, nonnegative matrices:
X, 0 . 0 0 cee 0]
0 X . 0 0 RN 0
0 ¢ .. X, 0 e 0
X =

Xﬂ'+1.1 Xr.-+2=2 v Xu—f 1Ly X&‘+1 A 0

Jh,l Xz - Xy X gt1 Ca Xy
If g = h, then Yisa diagonal form of irreducible, square, nonnegative
matrices. In this case, the submatrices Xy, X, . . ., X, represent physically
noninteracting subsystems whose respective ports are completely isolated,
In effect, Xy, X3, . . ., X, represent separate subsystems (in the single-link

case), each separately satisfying the conditions of the Frobenius Theorem.
Each subsystem, X, will then have a unique physically acceptable solution
[ro, P(ro)lfori=1,2,... h

Mathematically, for g < 4, it is possible to have non-zero off-diagenal
matrices. This leads to a pathological physical configuration. Subsystems
can still be established as described previously. Any of the first g sub-
systems are not influenced by any other subsystem. On the other hand,
the last X, 1, X, .2, . . ., Xi subsystems experience unilateral interference
from some or all of the first X'y, X4, . . ., X, subsystems according to the
non-zero off-diagonal matrices. A physically meaningful mathematical
objective has not been formulated for this case.

Thermal noise

The effects of thermal noise are now introduced to determine the abso-
lute level* of the vector P. In Figure 1, let the up-link thermal noise com-

* Note that an eigenvector can be arbitrarily scaled.
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ponent on the ith port have a value g; > 0 so that the ratio of noise density
to desired power density is g./p.. The positive constants g;, i = 1, 2,
.. ., n, include such factors as port {antenna) gains, path loss, and noise
temperature. The ratio of up-link total interference plus noise to desired
carrier power foreach i = 1,2, ..., nis

& | ~~ Xih;
N+ H/CL="% e
(N +D/Ch=T4 27 (5)

Two approaches are possible. The first simply scales the eigenvector
P{r) to reduce thermal noise as desired at the cost of up-link power. This
approach presupposes that up-link power is a readily available commodity,
The second approach solves equation (5) for a new P vector which makes
(N 4+ I}/C = p the same for all up-link ports. As will be seen, the smallest
p value is r. Required power varies with (p — 1)1,

POWER SCALING

Once the unique admissible eigenvalue/eigenvector solution r, P(r) has
been determined, it is necessary to find the weakest coordinate, i,, of
P(r). Specifically, for any given scaling of P{r), the numbers g./p:(r),
i=1,2,3,..., n,areexamined to find the index i/ = i, for which the largest
g:/p: oceurs and P{¥) is renormalized so that p,{¥) = g./(p — #). Since
Pi,(r) must be positive, p must be larger than r. Then g.,/pi.(r) = (p — 7)
is chosen as the largest of all g,/pi(r) ratios so that g;/p.(r) < p — r.
Since P(r) is the eigenvector and the g./p.(r) are bounded by p — r, the
upper bound of equation (5) is pforall i = 1,2, 3, ..., n

[N+ B/CLE(—nN+tr=np

EXACT SOLUTION

If equation (5) is equated to p and then, for each 7, both sides are mul-
tiplied by p,, the following equation is obtained:

ol —X)P=G {6}
where { = identity matrix
G = column matrix of {g., 7 = 1, 2, ..., n}
P = column matrix of {p;, i=1,2,... n}
X

= interference isolation matrix |x;;}.
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In equation (6), the solution vector, P{p), can be close to, but will not
equal, the eigenvector P(r). Equation (6) has the formal solution

Po) = (ol — Xy G )

provided that the matrix (pf — X)~! exists, and that it is a positive matrix,
This latter requirement is needed to ensure that the positive column
vector G, when multiplied by the matrix (of — X)~1, will yield a positive
column vector, P.

Assume that B(p) is the matrix of cofactors of (p/ — X):
b, ilp) = (— )it det [(pf — X); jth row, ith column deleted]

where det = determinant. Note that b, ; (and hence B and A) depends on
the values of p. Then,

B
6l =0 = 32
and ’
Plp) = —[A(@} ' B{p) G . (8)

Also note that P depends absolutely on the desired p value and, further-
more, that p = r. Moreover, to ensure that P{p) is positive, the matrix
{pl — X)~" must be positive. If p > r and X is irreducible [4], P(p) will be
positive. If X is reducible, the problem should be broken down into its
irreducible subsystems for solution.

It is interesting to observe that the solution, P(g), of equation (8) also
scales as {p — #)~!. Since r is a simple root of the characteristic poly-
nomial A(p), P(p) varies with (p — rj=tasp—r.

Down-Link

The previous discussion has characterized the up-link problem. From
Figure 1, it should be clear that, if transponder intermodulation noise
is neglected and a relatively unlimited amount of satellite e.i.r.p. is avail-
able with respect to thermal noise on the down-link,* the two problems

* This assumption is also implicit to the up-link when no limit is placed on
the p..
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are identical, The P matrix goes over to a @ matrix, X to ¥, and G to H,
Aside from a change of notation, the down-link problem is the same as the
up-link problem. However, the down-link tends to be more power limited
than the up-link so that the use of upper limits on available power should
be considered. Since the problems are theoretically the same, to main-
tain continuity of notation and thought, the placement of upper limits
on the elements of the P vector will be considered.

Let the positive column vector P, whose elements are p;, i = 1, 2,

. . #, represent the maximum available power density on each port.
Thus, for any vector P, it is necessary for P < P, i.e., p; < p: for each
i=1,2,..., n The presence of thermal noise and the constraint vector P
determines the minimum achievable p.

Consider the “solution™ obtained by scaling P(r):

. Eio
”m[@—a}“

where v; < | denotes the e_lements of the eigenvector P(r) normalized so
that v;, = |, Then, if P < P is to be satisfied, forevery i = 1,2, .. ., a,

min (o — 1) = g, max L . 9)

i 2

Equation (9) vields the net achievable thermal contribution over r for a
bounded power availability when scaling the eigenvector.

For the exact solution, P{p}, given in equation (8}, the condition P(p) < P
is implemented as follows:

1 & _
pile) = — = 2 bl g <p,  i=1,2..,n
Alp) /=
Consequently, the smallest achievable p is that which satisfies
m”{—mwﬁi*gbdﬂ&}=l- (10
1 1=

Equation (10) implies a very significant numerical calculation. An ap-
Proximate solution can be found if all of the elements of P are large enough
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so that p — ris a small positive number. In this case,

Alp) = (p — 1) fr)
bilp) b;‘;(f)

and

(p — 1) & max {[—f(r) pil! ; bis(r) &; } : (1)

<i<n

All of the preceding also applies to the down-link (when transpender
iptermoduiation effects are omitted) if the quantities X, P, P(r), P(p), and
P are replaced by ¥, @, Q(n, Q(p}, and @, respectively.

Up~ and down-links with lincar transponders

In this section, linear transponders are assumed and the previous results
are extended to balance both the up- and down-links. This idealized
model is still of practical interesf, since single-carrier-per-transponder
systems utilize an essentially* linear transponder. The nonlinear eficcts
of transponder intermodulation and power sharing are deferred to the
next section,

First, the interference-dominated, noise-free eigenvalue problem is re-
examined and then the noise and power bounds are reintroduced. It will
be shown that it may be possible to minimize {N¥ + [)/C ratios with
respect to transponder gain. Necessary conditions are given.

Noise-free case

Figure | shows the transponder gains k4, .. . . ., k,, which are defined as
k=% =12 ...
P
q; = kap;

* That is, there is no intermodulation noise. However, the output power
versus input power may not be specified simply by the gain constant 4. Instead
of ¢; = kipi, one must use ¢; = ¢.{A,p:), which is a more complex case. However,
with modest backoff, the g; functions are linear. With multiple carriers per
transponder, there are intermodulation effects even when the ¢; function is
effectively linear.
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Consider the noise-free, ynconstrained problem of choosing input power
P = pu pPoy .. P, and gain setting K = ko, ks, . . ., k, to achieve an
equalized net overall J/C ratio:

£

. X P é yw(k ?'pj)
1,‘,C . XifPi O T 2
( ) :; Pi + }; (k;[)i) (1 )

It is first necessary to determine whether cquation (12) is a meaningful
objective in terms of any natural subsystems of ports. If there are no
subsystems on either the up- or down-link (re., if neither the X nor ¥
matrix is reducible), then the objective of equation (12) is meaningful.
On the other hand, suppose that cither the X or ¥ matrix, but not both
matrices, is reducible (i.e., that either the up- or down-link port, but not
both, segregates into separate subsystems). Then, the stated objective can
be met because, if either X or ¥ is an irreducible matrix, then their “sum,”
to be defined later, s also an irreducible matrix and equation (12) can be
solved. However, since the up- and down-links can be solved separately
(and the &, values can then be determined), it is possible to alternatively
stipulate several objectives, one for each subsystem.

If both the up- and down-link ports contain segregated subsystems of
ports (if both X and ¥ are reducible), the variety of objectives becomes
much greater. The exception to this observation is the simple case in
which the up- and down-link subsystems exactly match. This discussion
on system structure has more than theoretical interest, since it is pertinent
to multiband satellites employing cross-strapped frequency reuse.

In equation (12), assume that neither X nor ¥ is reducible so that there
is no ambiguity of objective. One solution to equation (12} is obtained
by solving the up- and down-links separately to find [r,, P(r.)] and
[*o Q(ro]:

XP(ru) = ruP(ru)
YQ(ry) = raQra)

Then k;issetequal to g ry) /pr.), and the overall solution, I/ C = r, + r4,
1s obtained.

A more general approach is to rewrite equation (12} in the following
form:

(Zg —M}P =0 (13}



292 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2, FALL 1973

where Zx, the K weighted matrix sum of X and Y,

Ly = {x'l'.j+ (kj) Vi 1 l,j = ], 2, PR II}

is a nonnegative irreducible matrix, Note that the matrix Zx is controlled
by n — | rather than by n values of k, because only ratios of k;/k; are
involved. From the previous section, for every K > 0, equation (13} has
the eigenvalue/eigenvector solution r(K), Plr(K)] = P(K). Hence, it is
possible to scek that value of K > 0 which minimizes r{K) = r(ky, k2.
8
Formally, a necessary condition for obtaining a value of K which mini-
mizes r{K} is
(K
k)

ok L i=1,2 0 . (14)

Equation (14) actually generates n — 1 independent equations on the k;
because, if the solution K = K* for equation (14) exists, it can be arbi-
trarily scaled.

It has not been established that equation (14) has a solution, K*, which
has all positive elements, & }. Even if equation (14) has a positive K solu-
tion, r{K) must be convex upwards for this solution to minimize r(K).
Although the formulation of equations (13) and (14) is simple, the im-
plied computational effort is quite significant. First, the characteristic
polynomial of Zx must be found and the unique r(K) > 0 determined
from

ALK = det (Zx — M) = 0

The n — 1 independent equations

ar(K)
dk;

=90

must then be solved for a positive solution vector K.

For some cases, there is an alternative formulation which exploits the
fact that r(K) must be a unique simple root of A(M,K). For these cases there
is an equivalent set of necessary conditions which may mitigate some
computational complexity:

K
‘EA((Q%) =0, n — lindependent equation; on k; and X (15a)
Ay, K) = 0, one equation on k; and » . (15b)
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Unfortunately, it has not generally been possible to relate the best
solution to the value of K chosen by solving the up- and down-link prob-
lems independently. That is, no general relationship between r,, rq, and
r* = r(K*) has been found. For the trivial case of n = 2 (2-port system),
it is easily shown by direct calculation that r* = r, + r,.

Thermal noise

If thermal noise is now introduced into the problem, equation {12)
is modified as follows:

[.Z m;ﬁ+§}+[iyij(kjp1)+ﬁ] (163)

N n/Cyl;
(N + 1)/C] A kpo T kep.

Il

or

(N + 1)/Cl:

i+ Rk I (% kifk)] ps
g + (h: )+Z;{r +( ._ Np (16b)
iz

Pi Pi

In equation (16a) the up- and down-links are separated so that they can
be solved individually (by substituting g. = k.p,). From these separate
solutions, gain settings &, are determined by dividing the desired g, by
the desired p;. The net overall (¥ + 7)/C is then the linear sum of the up-
and down-link (N + [}/C. With this approach,* no attempt is made to
optimize gain settings.

If, on the other hand, the formulation of equation (16b} is used, the
gain settings can be varied. Stating as an objective

[N+ 1)/CL = p, i=1,2,...,n

leads to an equation for each gain K = {(kq, ko, . . ., k.):
Plp) = (pf — Zx)™' (G + Hg) (17
Where Zy =[x+ (kij/kd ye ij=12,...,n}
Hy = column vector h;/k;,, i=1,2,...n
G = column vector g,, i=1,2,...,n

* Nolfz also that in this approach, for single-carrier-per-transponder operation,
the nonlinear gain dependence increases the complexity only slightly. The input
levels, &.p., 10 the transponder are adjusted so that ¢.(k.p.) = gi.
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Equation (17) does not assumc any power constraint vectors P and Q.
Its solution requires p(K) > r(K) for each K. Although the gain vector K
which minimizes p(K) need not be the same as that which minimizes r(K),
for interference-limited systems it is reasonable to expect that the K which
minimizes #(K) will be close to that which minimizes p(K).

Power Constraings

It is necessary to introduce the effects of the constraints P and Q. From
a line of reasoning parallel to that which led to equation (10}, it follows
that, for cach K > 0, there is a p(K) which solves

e o AN
max \[[—A(p, K) pi] Z;b,-j(p, K)lg: -+ = 1 (18)
1= 1 J

l<i<n

where Alp,K) = characteristic polynomial of Zx
bii{p,K) = cofactors of Zy

For this p(K), there is a P(K) = P[p(K)] given by equation (17). Conse-
quently, the smallest value of p, pm1n, is found by minimizing p(K) over K
subject to the additional limitation that K must be constrained so that*
Q = KP{K) < Q.This presents a formidable optimization problem, onc
whose solution is not attempted here.

The preceding thepry deals with irreducible up- and down-link inter-
ference isolation matrices X and ¥. As mentioned previously, if either or
both X and Y are reducible, the issues become nore complicated because
of the possibility of establishing alternate (N + /)/C objectives.

Transponder nonlinearity effeects

In this section, a qualitative discussion is presented to introduce a non-
linear element, the saturation eflects of the transponder. Two principal
cffects are of interest when FM multichannel telephony carriers share a
transponder. The percentage of power obtained by each of the frequency-
divided carriers sharing a transponder and the intermodulation noise
generated between them are nonlinear functions of the transponder power
backoff. In gencral, these functions depend on the specific configuration
and details of the carriers using the transponder (e.g., relative power,
bandwidths, and center frequencies) and the transponder filters and ampli-
fying device(s).

* That is, for each K > 0 and corresponding P(K) determined from equations
(17) and (18), K must satisfy k:p:{K) <y, foreachi =1,2,...,n
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For practical application to TWT transponders, the nonlinear input/
output transfer functions can be specified to a fair degree of accuracy.
These curves can be obtained for a particular TWT and then used in
graphic form. Alternatively, the curves can be fitted with a specific func-
tion (e.g., polynomial). In the simplified model considered here, it is as-
sumed that there are no “‘capture” type effects produced by individual
carricts in a common transponder. More specifically, it is assumed that,
since all input carriers have the same peak power density, p,, they all obtain
the same output peak power density, ¢,. [This need not hold when operat-
ing near transponder saturation with disparately sized carriers. In this
case, the output power can be unequal and depends on each input and
the frequency plan.]

The net useful ouiput power density variable referenced to an earth
station receiver for each transponder, 7, has been ¢; with an upper bound,
gi, which cannot cxceed the single-carrier saturated power density, g..
In this simplified structure, the backed off transponder output power
density, g., is a nonlinear function of the product of transponder gain,
k;, and input power density, p.:

g: = qilkips)

The g, functions are determined rom the input/output transfer functions.
If 2, is the sum of t‘hc effective RF bandwidths of each carrier sharing
the ith transponder, ¢, is equal to the transponder single-carrier saturated
power divided tzy Q;. The transponder output backofl factor is then given
by the ratio ¢./q.. It should be noted that, because of transponder multi-
carrier sharing loss, ¢, must be less than g..

Also note that, unless all of the transponders are identical, the nonlinear
functions g, are not the same. For sufficiently small values of ¢./g;, the ¢,
f}jnctions become linear; ie., ¢; = kp.. In a typical C-band TWT, g, is
linear on k;p; when ¢, is 5 dB below ¢.. At the price of increased thermal
noise, the limiting power density value, ¢,. can be set sufficiently below g;
to preserve the linearity on &,p..

The preceding discussion has modeled the nonlinear mathematical be-
havior of the transponder output power. The physical nonlinearity of the
d.evices in the transponder operated with multiple carriers generates addi-
tional intermodulation noise which must be added to the external thermal
and interference noise. This additional noise has a very important effect on
the analysis.

If channel peak loading considerations arc ignored and the RF power
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allocated to a carrier is apportioned to its rms bandwidth, then the thermal
and interference noise degradation does not depend on the actual number
of baseband channels, s, each carrier contains. On the other hand, the
degradation effected by the intermodulation noise does vary in direct
proportion to the number of baseband channels on a carrier. Conse-
guently, intermodulation effects are dependent on the individual carrier,
even when thermal noise and interference effects are normalized. Pri-
marily because of this dependence on the actual number of baseband
channels in a carrier, RF power is not directly apportioned to rms band-
width in systems not employing frequency reuse. The current practice is
to attempt to weaken the dependence on the number of channels by un-
balancing the RF power.

In the following, it is assumed that the intermodulation noise can be
treated as an equivalent additive source of thermal noise. Moreover, the
intermodulation spectrum is assumed to be “white-like.” That is, the inter-
modulation-to-desired-carrier power ratio, //C, is the same (and inde-
pendent of carrier frequency) for all carriers sharing a common trans-
ponder. For carriers having the same peak power density, this assumption
has some justification, In more general situations the intermodulation
spectrum must be calculated. Since the spectral shape can be strongly
dependent on the various input carrier frequencies and power levels, the
general problem rapidly becomes intractable for theoretical study.

This problem is one of the deficiencies of the framework proposed in
this paper. Up to this point, the mathematical description did not depend
on the characteristics (e.g., frequency plan and number of baseband
channels) of any particular carrier. The model employed here deals only
with variables associated with the ports, i.e., interference isolation, power
densities, and gain. Including individual carrier variables enormously
increases the dimensionality of the problem. Consequently, in the follow-
ing it is assumed either that all carriers sharing the same transponder have
the same characteristics, or that a worst-case carrier is established for each
transponder, and intermodulation noise is adjusted so that it is no worse
than it would be if all carriers had the most stressing parameters. This
second assumption tends to be rather stringent and to require a larger
than necessary transponder backofT.

The problem formulation proceeds as follows. The intermodulation
contribution is a function of the backoff variable, ¢;/g.. I the intermodula-
tion is assumed to be additive with a “white-like” spectrum, the inter-
modulation-to-carrier power ratio for each transponder, (IM/C);, i = 1,
2, ..., n,can be expressed as
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(]M/’C)i = }J’l;‘bi (g_:)

T

where n;

worst-case number ol baseband channels per carrier
sharing the jth transponder

bi{-) = nonlinear function describing intermodulation power
density level versus output backoff.

A typical functional form™ for b, with a helix C-band TWT is

N\ 2079
-0
UF

When intermodulation is included, for i = 1,2,...,n

where b is a constant.

(N + T4+ IM/ClL=3 L;‘pf LN o 1
i I8 =1 4

=1

N (q—)
g m;0; é (19

1

where g qz(kv,p,)
Equation (19) exhibits nonlinear behavior through the down-link g; vari-
ables and the backofl b; variables. Note that, even when ¢, is linear on & D
the function b.(k;p.} is still nonlinear and makes a significant contributiion:?
At -this point, no general optimization approach is apparent. A com-
putau.onally tractable, although suboptimal, approach uses a form of
equation (19) in which the up-link, down-link, and backoff problem com-
ponents are solved separately. The solution of the up- and down-links
has been demonstrated previously. Although the down-link variables ¢,
are flonlinear on k.p;, the down-link can be solved separately from the
up-link. Then the nonlinear dependence on k.p; is relatively simple to
handle because it affects only the selection of the gain settings. The sug-
gested approach parametrically solves the separated problem with respect
to an allowable value of intermodulation noise, p;4. For each assumed DI,

*In the more general case, the function #;(-) cannot be defined. The inter-
modulation spectrum must first be calculated for a given input carrier frequency
Dlan.and for each carrier inpul power density. The IM/C ratio can then be
obtained for each carrier sharing the ith transponder. This process must be
repeated for all multicarrier transponders.
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a solution to the up- and down-links is obtained, thus determining the
ratio of overall noise plus interference plus intermodulation to desired
carrier power; the smallest such ratio is the desired solution. A given valuc
of prar will establish upper bound values, g, on the g.. Specifically, the
g: arc found by solving for a given pry, m;, and function b

m:b; (CAL) = pra - (20
4q:

Then, with Q = ig;}, the methods described in the section entitled
“Single-Link Interference’ can be used to obtain the solution, Q% to
the down-link:

(oo — Y} Q*=H, 0<Q*<Q 20

and the value of the down-link (¥ + [)/C contribution is p.. The up-link
problem can be solved with a power constraint P determined by the earth
station e.L.r.p.:

[0 — X]1P* = G, 0<P*<P (22)

and the value of the up-link (N + £}/C is p.. The k, arc then found from
the functional relationship

gilkip®) = g7 . (23)

Equations (20) through (23) represent a solution technique with the overall
(N 4+ IM + I)/C on cach port equal to p. + ps + pry.

Conelusion

This paper has addressed a simplified structure of a frequency reuse
satellite system employing conventional FM telephony carriers. Even with
the simplified system, meaningful analytical problems are generated and
a question is left unresolved. Namely, does an optimum set of transponder
gain settings exist and how do they relate to those determined by single-link
analysis? ft is readily apparent that the dimensionality of the problem
increases rapidly, especially if the carriers cannot be treated in an aggre-
gated (by port) fashion. Hence, treatment of the intermodulation effects
on multicarrier transponders can present a severe problem.

At least two areas remain unexplored. The first and possibly easier is
an extension of the formulation to more than one port pair per trans-
ponder. The second is the isolation matrix synthesis problem, especially the
use of frequency interleaving.
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Approach (o a near-optimum
transmitier-receiver filter
design for data transmission
pulse-shaping networks

F. AssaL

Abstract

This paper is concerned with the theoretical determination of linear channel
transfer functions, and the practical design and physical realization of IF band-
pass filters used to approximate optimum signal performance with respect 1o
the lowest bit-error rate for synchronous data transmission.

If an instantanecus sampler is used to identify each received pulse in a bit
stream, then the transmitter-receiver filter characteristics may be optimized as
follows. Inlersymbol interference is minimized by controlling the time-axis
crossings of each received pulse. White Gaussian noise is minimized by de-
signing a “matched” filter at the receiver. For a given sample amplitude, the
required signal power and white Gaussian noise are further minimized by group-
delay equalizing the transmission channel up to the detector input. Finally,
bit stream crosstalk is minimized by realizing arithmetically symmetric band-
pass filters.

To satisfy these requirements, the design procedure begins with standard
filters that are modified in their passbands by selectively adjusting the group
delay and the attenuation in the cascaded bridged-tee networks which are
added to the original standard filter. Passive, lumped elements are used for
fabricating all of the networks at 70-MHz center frequency.
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Introduciion

In bandwidth-limited synchronous data transmission systems (see
Figure 1), a transmitter filter is used to protcct adjacent channels and to
minimize the required transmitted power. A receiver filter is used to sup-
press adjacent signals and to minimize white Gaussian noise introduced
in an otherwise ideal linear channel.

If an instantancous sampler* identifies each pulse in a bit stream,
intersymbol interference, the most scrious (in-band) degradation in data
transmission, may be theoretically suppressed by designing cascaded
transmitter-receiver filters to satisfy Nyquist’s first criterion [1] for equally
spaced time-axis crossings in the pulse response.

This paper is concerned with the theoretical determination of optimum
transmitter-receiver filter transfer functions and the practical design and
physical realization [2] of IF bandpass filters that closely approximate
the aforementioned frequency- and time-domain requirements. The design
procedure uses standard filters that are modified in their passbands by
selectively adjusting the group delay and the attenuation in cascaded
bridged-tee [2] networks.

Since the modulation scheme shown in Figure 1 corresponds to z
frequency translation for each bit stream, the filtering functions can be
performad either at baseband or at 1F. In a 4-phase PSK system, this
approach has been used to reduce the number of filters from four at
baseband to two at IF. However, special attention must be paid to the
symmetry [3] of the filters about the carrier frequency, f., to avoid loss
of orthogonality between the carriers and to minimize bit stream cross-
talk. Hence, although the derivations in the following sections are carried
out for low-pass transforms, bandpass filters will be realized.
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the pulse input transform, V( 1), and the pulse output transform, H{ f), at
the detector input so that H(f) satisfies Nyquist’s first criterion [1] for
equally spaced time-axis crossings. In general, this criterion may be
satisfied by an infinite set of output transforms [4]. However, for band-
width-limited data transmission, the output transform must be negligible
for all frequencies above some specified bandwidth, f, =f. + f. < 2f.,
where f. is the Nyquist frequency corresponding to a bandwidth-to-
baud-rate ratio of unity, and £, is the excess bandwidth. Then a subset of
these transforms is obtained [1], namely,

Ho+ Hi(f), [f<[

wpp 2 AU, fo<< f<2f.
HilS) = HUT) erito = 0, 2fe<f M
Hi— N, for all f

where H,(f) is the time-translated output transform which absorbs any
transit delay, T, so that the waveform mid-bit occurs at ¢ = 0, and H,(f)
is restricted by the following complex equation:

H{f.+a)=—-HI{f.—Af), Af<f . (2)

For some given input pulse transform. V(f), the output transform,
H( ), will be approximated by cascading realizable filters, and amplitude
and group-delay equalizers. Assume that Fr(f; and Fp(f) are realizable
transmitter and receiver filter functions, respectively, chosen from a filter
handbook [5] for their out-of-band attenuation selectivities. Also assume
that Mo(f) and Mp(f) are realizable amplitude and group-delay equalizers
designed to modify the filters Fy ( frand F.{ ), respectively, to approximate
optimum digital system performance. The theoretically optimum trans-
mitter-receiver filters are then defined in terms of the realizable transfer
functions

I

T(f) = er(f) Fo(f) Mo(f} (3)

ex( f) Fe(f} Me(f) 4

R(S)

where er{ ) and ¢{ /) arc crror functions used to compare the realizable
functions with the theoretically desirable characteristics. Ideally then,
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the exact output transform is

Ha(f) = V() () RU) (5)

Assume that the stopband characteristics of the output transform are

() = F() V), [f<fl22f (6)

where the realizable function F{f) is given by
£(f) = Fa(f) Fr(f) e*T . M

The passband characteristics are obtained by replacing f with (f. + Af)
in equation (6), equating this resuit with the expression in equation (2),
and replacing A fwith ( f; — f). The resulting expression

VRS =1y FQf—f) = —HI(f), |fI <[ (8)

will then be substituted into equation (1). For
Ho(f) = Hyo— V2 f.—F) FQL -1, |fI£f O

the constant H, is obtained by forcing the desired transfer function to be
continuous at = f. and by equating it to the corresponding expression
in equation (6). The output transform is then

2 Re[V(f) F(f)]
et jify = 1 — WQL—F) FQL—DIY  |Fl<f . (10)

VS ELD, fe< 12/

Bennett and Davey [1] and Lucky, Salz, and Weldon [4] show that the
optimum receiver filter amplitude is proportional to the square root of
the output pulse transform and inversely proportional to the fourth root
of the noise spectrum. Since only white Gaussian noise is considered here,

\R(S) | = [H(S) | (11)

Note that this result is independent of phase angle. The input pulse, V(f),
the transmit filter, T(f), and the receiver filters, R(f), may have any
phase variations provided that #y(f) -+ 82(f) + 0:(f) = 64(f). It is
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shown in the appendix that, for optimum operation, the group delay of
H(f) must be constant, |Hz( f)| < |H,|, and Hx(f) < 0 < Hyor
He(f) 2 0 > H,.

If the input pulse waveform is selected to be arithmetically symmetric
about its mid-bit and if it is advanced sufficiently to absorb the compeosite
filter mid-band delay, then, for optimum operation, T(f) and R(f)
must also be real, Hence,

(DW@HMMQH&MN—WUL—H

jepy = ) QLSRG - T <k, 12
RO /NI, Fl<h

T = 13

D=1 Fnl, f<|fi<2f, ()

Equations (12) and (13) indicate that filters F{f) and F.(f) must be
group-delay equalized and amplitude modified in the passband. These
two operations will be approximated as shown in equations (3) and (4)
with bridged-tee networks connected in cascade with the filters. Finally,
while the out-of-band attenuation of the receiver filter might ideally be
selected so that it is equal to

|Fe(3) = VNI Fe(H], L2122/ (14)

since the attenuation of the receiver filter is equal to 3 dB at £, the receiver
noise bandwidth is essentially independent of the particular filter choice.
For practical designs it is therefore convenient to select two identical
filters; i.e.,

Fo(f) = F(f), £/ . (13)

In equations {12) and (13}, the passband attenuation of the receiver
filter, R{ f}, is almost constant for most of the passband, and the transmit
filter in-band modification may be simplified if the pulse duration is
reduced. In the limit, as T— 0, R(f) and T{f) will be identical.

Figure 2 shows the computed characteristics of two cascaded elliptic
function filters with a combined excess bandwidth of 14 pereent, modified
for the optimum transmission of rectangular pulses, T = 1/2 f.. The
measured pulse response (Figure 2b) displays the desired axis crossings
of filters designed according to these procedures.
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Figure 2. Optimum Filter Characteristics Using Two 5-Pole Elliptic
Function Filters for 68-Mbps, 4-Phase, PSK-PCM Digital
Communications

Bandpass filter design and realization

The filter of Figure 3, which requires a modifying function similar to
M:(f), has been chosen to illustrate the design technique.

Known procedures [2] arc used to derive the elliptic bandpass filter
shown in Figure 4. The transformation from low-pass to bandpass lcads
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. . . . - . I
symmetry is achieved for elliptic function filters by moving the resonant Ius
frequencies of the four series tank circuits shown in Figure 4 (correspond- e s
- . . . . . . - . O DD
ing to the infinite rejection points of Figure 5) so that they are arithmetically A -
symmetric about the carrier frequency, f»= 70 MHz. To least perturb
the other elements in the circuits, the impedance of these tank circuits is 2

unchanged with respect to the carrier center frequency:
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b
co-cli=le ! (16)
mo FEEE mo= P
fm —Joa C’m(z‘?rfm) 2
where C and f are the capacitance and the resonant (requency of the
(su) A¥13Q0 JNOHD [ - . . .
g 5 2 < g o o original tank circuit, respectively, and C,, L, and f,, are the modified
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=] . . . -
w g is a rise in the maximum VSWR from 1.065 to 1.11,
| = o
2 ” Group-delay equalization
= . . - .
3 - Since the general problem involves a multidimensional space of non-
=] . . . . - . . e
< ; linear equations, optimization technigues using a digital computer approx-
- imate the desired characteristics by minimizing some error function
éw o e(w, Ty ¢ a0 vy Ty W1, - - oy wﬂ).
L5 o = = The group delay of an all-pass function is given in terms of its real
Ouwf © it R Lo .
z3l £ /=8, = part, o, and its imaginary part, w,:
cEp £/ 352 o e B
10 =] [T = 2 2 1 1
© o no % = T T _ s\ s
| @ ] it ! < s~ = (w, Try wn) = | 2+ 2
o T = P Z ~F N O] + w, »— w, . am
hfv £ 2 22 % N z 3 L+ |-— 1+ |
WD < =2 85’ ' = - B Tn Tx
fagu] = [rege ] 2 &
=Fa g v w2 i = =34 W
gl 22 7 9% o abE 2
S LR R i = W w2 w3 wqws W5 W
28| 25 & GE M 2 s = 75
\ = Az T = 2 . I I T i
<8 Zaaxl) e E o
58 £ Eoh N - E 2
— "<Zt = = %E v @ = 60 — 1
ZE O 2
g . 45 |- -~
> 30 —
il
w
8 a
I~ ey 1% \ —
0 \----""/ _
t 1 ! | L g
- = o o = =34
g g g 5 : g e ! Ll L
'T . I 1
@apt S110A 45 50 55 60 65 il 75 80 85 90
FREQUENCY (MHz)
Figure 6. Measured Group Delay for the Filter of Figures 4 and 5 [Also
shown are the imaginary parts for the all-pass initial conditions: {(as, ws) to
(o5, ws) are intended to equalize the filter passhand; {c\. w\) and (o7, w3)
extend the range of equalization to the 15-dB culoff frequencies.]



312 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2, FALL 1973

A typical all-pass function group delay is shown in Figure 7. The contribu-
tion of N all-pass functions in cascade is

N
Tequalizcr ("-'-’; Ty o« oy ON, W1y v 0 oy WN) = Z T(w! Tny "Jﬂ) (18)

=1
and the total delay through a filter and an equalizer is

N
TT(UJ. Oly o o oo TNy W01y + - a O] ) = Tfi]t.vr (w) + Zl. T(CU, Tn, wn) - (19)

h =

4 BELAY (ns}
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80 f—
20
60 |— / n
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40 —
20
-80 -60 -40 -20 0 20 a0 60 80
FREQUENCY (MHz)
—wqn/2T w /27

Figure 7. Delay Characteristic for a Typical Al-Pass Function

The equalization problem requires the determination of a set of N all-
pass singularities in 2N parameters so that the error function is minimized
over a range of frequencies, B, about the carrier frequency, «,. That is,

e(w, o1, - oLy Ny @1 .., wN)
= Wiw) |Tr{w, o1, ..., o5, w1, ... wy)
—Talor, oo wovoon, oo, wn) |7 (20

for 'w — w, < B/2, where W{w) is a weighting function, or the inverse
of a specification window, describing the relative importance of each
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frequency component. The exponent -+ helps to determine an equalization
trajectory; i.e., if v is increased from 2, the optimum solution is likely to

approximate a maximally flat group-delay response about Tu(ey, . . ., oy,
wyy - - - wy). Ta is usually the average delay over the specified bandwidth
range, B
TA(D'l, ey TNy W1y v 0 oy wN)
1 oo+ (B2
= — Trlw, o1, .. o, a8, @1, « .0y wy) dw . (21
B we — (B/2)

In general, all optimization techniques are basically iterative. For a
given set of initial conditions or guesses (7., «,), the singularity migration
will follow a trajectory in a multidimensional space to reach a local
minimum unless the solution diverges or is bounded by one of the external
constraints. Then all optimization results are essentially dependent on
the choice of the initial conditions (s, w,) and the number, N, of all-pass
functions. Reference 2 describes the procedures for estimating the mini-
mum number of all-pass functions and locating the initial guesses (o, )
in the s-plane.

Two techniques have been used to implement numerical solutions to
the aforementioned problem on a digital computer. First, with a penalty
function used to convert the constrained problem into a sequence of
uncenstrained minimizations, an efficient optimization routine described
in Reference 6 was programmed successfully. The second routine mini-
mized e{e, o1, . . ., o, @1, . . ., wy) i0 equation (20) by sequentially moving
each equalizer singularity.

To obtain the channel output waveform, the filter group delay is equal-
ized beyond the 15-dB-attenuation cutofl frequencies. Five all-pass func-
tions equalize the filter passband and two additional functions are used to
increase the equalization bandwidth.

Seven bridged-tee networks are used to provide all-pass characteristics
to equalize the filter of Figure 4. The design parameters for the seven
sections are shown in Figure 8. Each bridged-tee network is used to simu-
late the 2nd-order all-pass function given by equation (B) in Figure 9.

Amplitude modification in the passband

In the bridged-tee networks of Figures 8 and 9, there are five reactive
elements, two of which are dependent. It is therefore expected that the
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Figure 8. Bridged-Tee Networks Used to Group-Delay Egualize the Delay
Characreristics of Figure 7 (the compured filter-equalizer group delay is
shown in Figure 5)

characteristic function will be a 4th-order expression [see equation (A)
in Figure 9]. The resistive loss in each bridged-tee network causes a
migration of the pole-zero in the s-plane so that coatrolled attenuation
may be obtained by properly setting the clement Qs without changing
the group delay of the lossless network, as shown in Figure 10. It should
be noted that a @-match must be maintained in the section. 1.e., Qraxx
= Qr.sper; otherwise, the bridged-tee network does not present an
image termination (Figure 11) and will alter the performance of neighbor-
mng sections.

The amplitude modification nceded to approximate the design require-
ments of Figure 3a is obtained by selectively adjusting the Q of the bridged-
tee network. The resuliing attenuation is shown in Figure 5.
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Lh

>
L M
Eq
.
Let pr =0, dwho > 0ol >3]
Lui = do./p; Cos = (pi — 403} /(daup?)
L.: = 1/40,) Coo = 20./p"
E, St 4+ a5t + 4.8 + a8 + ay
E.~ SUL 5,55+ b.S?T + S + by (A)
where o, = p! b = ay
a. = da,p [Gr + R b= a + doup!
as = 2p, — 20,) + 160 G, R.s by = ay + 862 + 160°R,
dz = 40;;{6,.1 + RM] o= a, + 4g,

Note: 1If G,, = 0, R,, = 0, then a, = 0, a; = 0. The lossless bridged-tee net-
waork and pole-zero cancellations occur at § = —o, & jw,. The resulting
voltage ratio is reduced to a “bandpass” all-pass function:

E: 5 —20.5+p
E. 5+ 20,8 + pt B

Figure 9. Transfor Characierisiics of Normalized Bridged-Tec Nerworks

Realization

The elliptic function filter shown in Figure 4 was designed, fabricated,
and tuncd at the 70-MHz center frequency. The “infinite rejection” cle-
ments were modified according to equation (16) to obtain arithmetic
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Figure 10. Realization of Controlled Attenuation by Properly
Setting the Element Qs without Changing the Group
Delay of the Lossless Network

symmetry, since the low-pass to bandpass transformation results in
geometric symmetry. As a result, the filter return loss dropped from 30
dB to 25 dB. With five all-pass functions in the passband, the arithmetically
symmetric filter was group-delay cqualized using a digital computer
optimization routine, and one section was added on cither side of the pass-
band to cxtend the range of group-delay flatness. The measured group-
delay ripple was less than 5 ns for 100 percent of the filter passband and
did not exceed 15 ns for filter attenuation frequencies up to 15 dB. These
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RETURN LOSS {(dB}

FREQUENCY (MHz)
Figure 11. Computed Return Loss for a Typical Egualizer Section

all-pass functions were realized with lumped element bridged-tee networks.
The inductor Q's were loaded selectively according to equation (A) to
modify the passband amplitude of the filter to satisfy the requirements of
equation (11), thus obtaining equally spaced time-axis crossings in the
rectangular pulse response.

The computed and measured characteristics of the filter are shown in
Figure 5. The measured pulse response (Figure 12) is arithmetically
symmetrical about its mid-bit, indicating that, in terms of the output
pulse, the filter transfer function was perfectly equalized and could be
described mathematically by a real part and a constant delay.

Figure 12. Measured Pulse Response for the Filter of Figures 3-5, 7, and 8
Conclusions

The practical design and physical implementation of transmitter-
receiver filtering functions to optimize (with respect to the lowest bit
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error) the performance of sequential data transmission through a linear
channel perturbed by white Gaussian noine and adjacent frequency-
multiplexed channels have been described. The results satisty both fre-
quency- and time-domain specifications.

The design procedurc requires the design of arithmetically symmetric
bandpass filters followed by bridged-tee networks for group-delay equali-
zation and amplitude modification. All of these computational steps have
been integrated into a single program that takes approximately 4.6 minutes
of computations and 17.7 minutes of input;output opcrations* to design,
analyze, and plot the characteristics, and to give fabrication and tuning
information for the filter, the bridged-tee networks, and the cascaded
circuits.

Nearly optimum transmitter-receiver filters were obtained by designing
two identical S-pole elliptic funciion filters that were scparately group-
delay equalized and amplitude modified with seven bridged-tee networks.
The computed bit-crror rate [7] for these cascaded fitters was within 0.4
dB of the theoretical optimum;; the major contributor to this small degrada-
tion was a small asymmetry in the transmitter filter passband. These
filters were later fabricated and tuned with lumped clements; the output
at 70 MHz is shown in Figure 2b.

The proposed design techniques have made it possible to minimize the
noise level, intersymbol interference, and bit stream crosstalk in 4-phase
PSK. The resulting bit-crror rate is within 0.4 dB of the theoretical opti-
mum for highly selective filters chosen to suppress adjacent channel inter-
ference and to minimize performance degradation caused by multipath
effects in a channclized satellite repeater such as INTELSAT 1v.
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Appendix A. Optimization of digital system
periormance

A class of pulse output transforms required to satisfy Nyquist’s first cri-
terion has been given in equation (1) of the paper; the complex restrictions on
these transforms were given in equation (2). Hence, the ouiput waveform of
Hi f) may be oblained as a function of real and imaginary parts. The waveform
corresponding to the time response of the real part is arithmetically symmetric
about ¢ = 0, the pulse mid-bit, while the waveform corresponding to the imagi-
nary part displays odd symmetry about the same time axis. Except at ¢ = 0,
where the real part waveform displays its maximum, the two waveforms cross
the time axis periodically at the sampling instants, although there may be
additional crossings. Furthermore, for approximately realizable filters, the
contribution of the imaginary part reduces the ringing amplitude for r < 0
and increases it for ¢ > 0, As a result, the maximum output waveform does not
occuratr = 0, but at 0 < 7 = ty « T, where T is the bit duration and the mid-
bit amplitude is unchanged.

In References Al and A2, il has been shown that, once a pulse cutput frans-
form satisfying the complex restrictions of equation (2) is chosen, the optimum
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receiver filter for a signal perturbed only by white Gaussian noise is given by
equation (11). Proper selection of H, (f), the time-translated output transform,
results in further optimization of the system performance, as will be shown in
the following.

The indicator of digital system performance is bit-error rate (BER) as a func-
tion of carrier-to-noise ratio. In the presence of white Gaussian noise introduced
between transmitter and receiver filters, BER is easily computed when the output
transform satisfies Nyquist’s first criterion for equally spaced axis crossings in
the time domain. In this case, BER is given as a function of sample amplitude
to noise-root-mean-square ratio, ‘\/Vz(fu) /N

vty = 0) _
— =

j fo 2f \lz
: Hodf + f UH(f) + iHL))df (
l- — -2

e 27, (A1)
2n |:j; {IH[)+HIf{.f)]E + HY(f) b df J; [Hé(f) + HX e df]

where 7 is the 2-sided white Gaussian noise spectrum density and H.(f) = Hr(f)
+ iHALf). To minimize the BER, this ratio is maximized by properly selecting
H.(f}. This starting point assumes the output transforms given by equation (1),
the complex restrictions of equation (2), and an optimum receiver filter given by
equation {11).

In the numerator of cquation {Al), since H,(f) displays odd symmetry about
§ = 0, its contribution to the mid-bit sample amplitude, v(r, = 0}, vanishes.
Similarly, since Hy(f) displays odd symmetry about f = f. (the Nyquist fre-
quency), its contribution also vanishes. The sample amplitude is then inde-
pendent of H\(f) = Hp(y) + jHf} and is given by the arca under the curve of
an ideal filter,

Wty = 0) = f " Hydf = 2Hof. (A2)
_1’

The ratio is then maximized by merely minimizing the noise contribution.
This is achieved in two steps. First, since the integrands in cquation {Al) are
quadratic, the integrals are decreased by perfectly group-delay equalizing the
output transform, i.e., H.(f) = 0. Then,

fe 2fe
Ho + Hel df + f | Hil )| df
fe

i 2t
< | WHy + Hr o+ HDe df f (i + Hys df . (AY)
iA

a
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The noise, N, is further reduced if
|Hy| = |Ha(f)]
and
He(f) <0 < Hy (Ad)
or
Hp(f) > 0> Hy
Then
fo 21 /e
L | Hy + Hy df+f ()] df = f |Ho| df (A5)
I 0
so that

N=M'H, J. (AB)

and the ratio in equation (Al) is independent of the particular shaping function
Hyp(f), namely,

max Jrilty = 0)1 . 2 H,f.
L~ 7

A similar analysis will show that the required transmitted power is also mini-
mized if A0 f) = 0 and the incqualities in equation {A4) are satisfied. Thercfore
outpul transforms with constant group delay would further optimize the per-
formance of a digital system provided that H( /) satisfies Nyquist’s criterion for
equally spaced lime-axis crossings and 1he receiver filter is designed according
to equation (11}.

(A7)
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ATS-F COMSAT millimeter wave
propagation experiment

L. H. WESTERLUND, J. L. LEVATICH, AND A. BUIGE

Abstraet

The ATS-F ComsaT Millimeter Wave Propagation Experiment has been de-
signed to gather statistical data on the atienuation caused by rain at millimeter
wave frequencies. These data will be used to determine system design parameters
for future communications satellite systems operating at frequencies above 10
GHz. The experiment has 39 ground terminals transmitting at 13.2 or 17.8
GHz to a transponder on board the ars-F satellite. The transponder retransmits
these signals at 4 GHz to a central earth terminal which records their amplitudes
once each second.

The data will be analyzed to provide probabilities of attenuation as functions
of parameters such as rainfall, location, and time. These probabilities can then
be used to determine the required power margins of millimeter wave communi-
cations systems. Techniques of overcoming severe attenuation such as site
diversity and the use of a spot beam to increase the power level at sclected loca-
tions will also be evaluated. This paper includes an overall description of the
experiment as well as a discussion of system performance and operation.

Introduction

The ats-F ComsaT Millimeter Wave Propagation Experiment is de-
signed to gather data on satcllite signal attenuation at 13 and 18 GHz
caused by atmospheric hydrometeors {primarily rain) associated with
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These data will be used to determine the minimum power margins needed
for spacecraft communications systems which operate at frequencies
above 10 GHz.

At present, 4-GHz systems operate with typical power margins in the
range of 3 to 6 dB. As the operating frequency is increased, the attenuation
caused by rainfall increases rapidly; hence, unreasonably large power
margins are required to obtain the same overall system reliability.

Diversity techniques offer a means of reducing the power margin re-
quirements. The deepest fades are usually the result of intense localized
rain cells typical of thunderstorms. Separating two or more stations by
some distance makes it possible to reduce significantly the margin re-
quired to provide a given grade of service for a specified percentage of the
time. To plan such systems intelligently, the joint distribution of attenua-
tion magnitude and duration as a function of separation distance and
climatological conditions must be considered.

For operation at frequencies around 13 GHz, a spot-beam technique
might be useful. A spot beam could overcome localized fading by tem-
porarily increasing the power margin to a local area. The spot beam could
be moved so that all local areas would receive protection for a percentage
of the time. However, to evaluate this technique, it is necessary to correlate
the attenuation among terminals typically distributed over a large geo-
graphic area.

There are a number of theories that can be used with sufficient confidence
to predict attenuation caused by hydrometeors in the propagation path
if the precipitation parameters used in theoretically derived equations are
known. Unfortunately, the meteorological aspects of the problem, such
as the distribution of the various drop sizes in 3-dimensional space, the
actual shape of drops as a function of size and velocity, and the frequency
of occurrence of different concentrations of hydrometeors of a given
size, are inadequately defined.

To obtain the necessary system performance information, a measure-
ment program is needed. This program should yield data which are in a
form directly applicable to satellite system design, and which are suffi-
ciently accurate and detailed to permit empirical tests of the theories and
further scientific analysis.

The ComsaT millimeter wave experiment will yield statistical distribu-
tions of signal attenuation from 24 different locations over a significant
part of the U.S. Fifteen of these locations will simultaneously provide
data at 13 and 18 GHz. This experiment will satisfy the need for a temporal
distribution of attenuation data over widely varying climatic and geo-
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graphic areas. Each location will aiso be equipped with a rain gauge to
gather data for correlation with RF attenuation. This correlation will
permit potential extrapolation of the attenuation statistics to other loca-
tions. The gathered and analyzed data will help to determine the opera-
tional parameters for future satellite communications systems.

System deseriplion

The millimeter wave propagation experiment consists of ground and
spacecraft hardware plus the data reduction and analysis equipment
required to process the results of the experiment into a manageable and
usable form. The general configuration, shown in Figure 1, will consist
of 15 dual-frequency transmitting terminals which transmit signals ran-
domly spaced between 13.19-13.20 and 17.79-17.80 GHz. These terminals
will be located throughout the eastern half of the U.S. and will be spaced
at least 160 km apart. In addition, there will be nine diversity terminals
which transmit signals between 17.79-17.80 GHz. Three diversity terminals
separated by less than 40 km will be grouped around each of three dual-
frequency terminals to provide 4-terminal diversity configurations trans-
mitting at 17.8 GHz. A detailed description of these transmit terminals
may be found in Appendix A.

The spacecraft transponder will receive the signals from the transmitting
terminals, translate the 13-GHz signals to 4,140-4.150 GHz and the
18-GHz signals to 4.160-4.170 GHz, and then retransmit them. A detailed
description of the transponder built by COMSAT is given in Reference 1.

The spacecraft receiving antenna, furnished by the spacecraft con-
tractor, is a dual-frequency parabolic reflector with linear polarization in
the east-west plane. Its gain is 25.8 dBi at 13 GHz and 27.6 dBi at 18
GHz. Its boresight will be offset by 2.9° to the east of the spacecraft
pointing axis to provide coverage of the ground transmitting sites for each
_°f the two primary spacecraft pointing modes. Figure 2 shows the result-
Ing coverage of the eastern U.S.

The per-carrier power output of the transponder at 4 GHz will be
—36 dBW for the diversity experiment’s 18-GHz carriers, and —29 and
—35 dBW for the 18- and 13-GHz dual-frequency terminal carriers, re-
spectively. The spacecraft’s 4-GHz horn antenna, which will serve as the
transponder transmit antenna, has a half-power beamwidth of 20° and
an on-axis gain of 17 dBi,

The receiving terminal at Andover, Maine, will receive the signals at
4 GHz, separate the 39 individual carriers, and record them for further
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Figure 1. Propagation Experiment System

analysis. A brief description of the receive terminal may be found in
Appendix A.

The process control computer and its peripheral equipment will con-
trol the operations of the receiving equipment and perform the measure-
ments. The power level of cach of the received carriers will be scanned
once each sccond by a signal multiplexcr. The process control computer
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Figurc 2. Spacecraft Receive Antenna Coverage

will use the gain and noise temperature values determined in the calibra-
tion process to calculate the actual received power level of each carrier
from these readouts. These results, along with other information, such
as identification, carrier number, and time of day, will be recorded on
magnetic tape.

The CoMsaT propagation cxperiment has several inherent advantages
for the collection of the type of data desired for system design. First, to
gather statistical information of any significance in a short period of time,
continuous operation is needed. Because the prime power required for the
spacecraft transponder is only 11 W, 24-hour-a-day operation is feasible
on the multicxperiment, powcer-limited, ATs-F spacceraft [2]. This low
power requirement is achieved by performing the attenuation measure-
ment on the up-link so that the high power requirements are on the ground.
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To minimize the 4-GHz satellite output power requirements, a large
receiving antenna is used. The down-link is at 4 GHz where the attenua-
tion is insignificant and hence does not contaminate the up-link signal
variations.

A second advantage of the COMSAT propagation experiment is the use
of a large number of small transmit terminals to permit simultaneous
determination of the desired transmission and propagation parameters
from many locations. Finally, the concept of the single receiving terminal
permits simultaneous collection and recording of the data, with excellent
time correlation between signals from widely varying paths. This is very
useful in the data analysis program, in which the signals received from
different terminals will be correlated.

The data gathered from the 15 widely separated, dual-frequency sites
will be used for correlating signal attenuation among any number of
terminals. Determining the number of terminals which simultaneously
experience fades at a given fade level will assist in evaluating the possi-
bility of providing extra power (e.g., via spot beam) for communications
links suffering attenuation loss because of precipitation in the path.

In addition, the single-frequency transmitting terminals will be used to
evaluate the smaller scale (less than 40-km) spatial distribution of severe
attenuation caused by intense rainfall. These terminals will be arranged to
yield a number of separation distances. Correlation analyses of attenua-
tion at these terminals, taken two at a time, will reveal the separation with
the fowest probability of simultaneous high attenuation over two satellite
links.

The duration of the experiment will be sufficient to permit a good sta-
tistical comparison of the measured attenuation at a site and general
meteorological parameters such as rainfall rate, number of thunderstorm
days, and total precipitation,

System performance

The desired fade measurement range of the experiment must be suffi-
cient to provide the information needed to evaluate alternative schemes for
overcoming rain attenuation in an eventual millimeter wave satellite
communications system, Estimates of the state-of-the-art indicate that a
future millimeter wave satellite communications system might economically
provide less than a 10-dB margin against attenuation caused by frequently
occurring moderate rain rates, [t also appears feasible to use a steerable
high-gain antenna on the satellite combined with a higher power trans-
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mitter tube to provide an additional 20-dB margin on a particular trans-
mission path. Therefore, to evaluate the feasibility of this scheme, an
attenuation measurement range of 30 dB at 18 GHz over the transmission
paths from the 15 widely separated transmitting locations has been es-
tablished. Since the loss at 13 GHz will be less than the corresponding loss
at 18 GHz, a measurement range of 20 dB at 13 GHz has been established.

Over the transmission paths from the closely spaced transmitters, a
somewhat smaller measurement range is needed. It is expected that switch-
over to a diversity terminal will occur before the attenuation over a par-
ticular transmission path reaches the 10- to 15-dB range, Thus, a 20-dB
attenuation measurement range has been specified for the transmission
paths that will be used to assess the feasibility of earth terminal diversity.

Since the signals are translated in frequency and amplified in the space-
craft transponder, they are subjected to nonlinearities which generate
intermodulation cross products, primarily in the TWT. These cross prod-
ucts may fall on or near a wanted signal and cause erroneous data during
severe signal attenuation. However, the most eflicient use of down-link
power occurs when the TWT is operated near saturation, which is also
the region of large nonlinearities which produce intermodulation cross
products [3]. Therefore, the TWT operating point has been chosen to
achieve a compromise between intermodulation level and output power
per carrier.

Theaoretical calculations indicate that, with an input operating point of
—7 dB with respect to saturation, the errors caused by amplitude non-
linearity will be less than 4-0.5 dB. The intermodulation products generated
will be >>6 dB bclow the noise level of the receiving system (Figure 3).

A substantial increase in the carrier-to-intermodulation ratio is also
obtained by randomly spacing the signals over the band. This random
spacing spreads the intermodulation products so that they do not coincide
with the signal frequencjes.

Based on the preceding requirements, as well as on size and power
constraints, the RF link power budgets in Tables | and 2 were developed
as the optimum compromise for the overall system. Each entry is shown
at its nominal or clear sky value. The dynamic range is the range, or depth
of fades caused by rainfall, which the experiment is capable of measuring.
Since several of the parameters, e.g., the position of the satellite with re-
spect to antenna patterns, vary with time, this range also varies with time.
The effect of these variations and other tolerances has been calculated
separately and is shown as a tolerance on the overall dynamic range of
the system.
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TABLE 1. Up-LINK PERFORMANCE PARAMETERS

TYPICAL UNFADED

CARAIERS Attepuation Diversity
1 Experiment Experiment
) Parameter - -
2 SYSTEM NOISE . . B o s GHZ 18 Gl
: * (100-Hz Bw 1 Transmitter - o
é 4048 Power (dBW) +14 +14 17
2 f_* Antenna Gain (dB) 32.5 32.5 32.5%
Z e GdB ——— e.lrp. (dBW} 46.5 46.5 39.5
5 _L___ T Free-Space Propagation Loss (dB) —206.2 —209,8 —209.8
5 - ,\/ Average Antenna Misalignment .
: i B Transmitter (dB) —1.5 -1.5 —-1.5
: HIGHEST Satellite Receiver (dB) —0.7 —1 -5 —1 '5
5 INTERMODULATION Total (dB) -2.2 *3:0 ~3.0
T Satellite )
' : o On~Axis Antenna Gain (dB) 25.7 28.6 28.6
4155 A 185 Regewe Power (dBW) —136.2 _137.7 g144'7
Noise Power Density (dBW /Hz) —194.5 —194.5 - 194.5
FREQUENCY (GHul Up-Link Performance ' ’

C/N, (dB-Hz) ] 58.3 56.8 49 .8

Figure 3. Representative Down-Link Spectrum

TABLE 2. 4-GHZ DOWN-LINK PERFORMANCE PARAMETERS

The experiment will be controlled and conducted from the central receiv- Af“e“‘fa“'o“ Diversity
ing terminal at Andover, Maine. Personnel of this terminal will monitor ___ bxperiment Experiment
the performance of all ground transmit terminals and the spacecraft 7%#‘3@?13@1’ 13 GHz 18 GHz 18 GHz
transponder and will initiate corrective actions if necessary. Also asso- Satellite
ciated with the central receiving terminal will be one of the dual-frequency Transponder Gain (dB) 101 109 109
ground transmitters, modified to include two 1.8-m parabolic reflectors. [;‘:l\::nfgcﬁgﬂ?r (dl‘3.W)”‘ ‘ —35.2 —28.7 —15.7
These reflectors will be mounted on the horn antenna and boresighted with eirp. ?dB&;? (ess loss) (d1B) B :gg 16.0 16.0
it so that they will always be properly aimed at the satellite. Free-Space Propagation Loss (dB) —196 :151)2.7 :1;2‘7

Remotely controlled attenuators will be inserted in this system to main- Antenna Misalignment (dB) 0 0 0
tain the terminal's output power at the level provided by the standard Earth Terminal G/T (dB/°K) 37 37 37
terminals. If there is rain attenuation in this path, sufficient attenuation DOCW’,“'L‘“k Performance
will be removed from the ground link to keep the fevel of these two con- Sym;: gi?;gzancc 0.4 56.8 49.9
trol carriers at the spacecraft receiver at the clear sky value. These two C/N, Total (dB-Hz) 49.7 53.9 468
carriers will also be used as the autotrack beacons and phase-lock refer- Receive System Bandwidth (dB) 20 20 20
ences (see Appendix A). If attenuation on this path becomes too severe, Minimum C/N for Retaining Phase 3 3 3
these functions will be temporarily transferred to some other path which Lock (dB)

Measurement Dynamic Range (dB) 26.7 30.8 23.8

is not experiencing a severe fade. This control terminal will also allow
end-to~end calibration of the overall system at any time during the
experiment,

+1.9
to
=27
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Paia collection

The data to be used in the analysis will include propagation data from
the central receiving terminal, telemetry and orbital data from-NASA,
rain gauge data from each of the transmitter sites, and ca!lbrat19n data
from the power monitors on each transmitter. Data processing gFlgurc 4)
comprises two separate functions: data reduction and df:lta ar?alysm. For _the
rain gauge and transmitter powcer data, data reduction simply consists
of manual scanning of the stripcharts. The rain gauge data are plaiced on
computer cards for entry into the computer and further analysis in con-
junction with the propagation data. Transmitter power levels are manually
scanned for significant changes and outages. . o

The major effort in the data reduction task consists of calibration,
quality checks, and editing of the propagation data, Because of the large
amount of data involved, it is necessary to edit the data as early as possi-
ble, deleting the majority of the data which contain no fades. However,
many experiment parameters, such as satellite motion across ar'lte.nna
beams and transponder temperature changes, may cause data \farlatlons
which the computer may interpret as fades to be saved for analysis. There-
fore, the data are corrected for these variations before they are analyzed.
DATA ANALVYSIS

DATA INPUTS DATA REDUCTION

PROPAGATION DATA
MAGNETIC TAPE

|
|
1
PROCESSING l
|
|
I

|-
| AND
] EDITING
TELEMETRY : GRBIT I
MAGNETIC TAPE
l STORAGE T | compuTATIONS
l TAPE : DISK l
RAIN GAUGE | REDUCTION !
TRANSMITTER POWER AND QUTPUT
STRIPCHART | DIGITIZATION l

l

Figure 4. Data Flow Chart
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Once the raw data have been edited and corrected, the actual data
analysis is performed. All analyses are statistical and typically result in
graphs of attenuation probability as a function of such parameters as
rainfall, time, and location,

One-dimensional probability-density functions and cumulative distri-
bution functions will be generated for the attenuation experienced by each
of the 39 signals. These are the most basic statistics needed to determine
the reliability for a given fixed margin against rain attenuation.

A fade duration histogram will also be prepared. This histogram shows
the distribution of the durations of various depths of fade, indicating the
time duration of service interruptions for a given fixed margin against
attenuation,

Further, a joint fading probability for the diversity terminals will be
established. This analysis will be performed on the signals from the three
diversity clusters which have a total of four transmission paths to the
satellite. For any two of these transmission paths, it will be necessary to
determine the percentage of time during which both paths simultaneously
experience various fading levels. Six such analyses will be required at each
of the three locations, including all combinations of the four transmis-
sion paths, taken two at a time, to yield the best diversity terminat arrange-
ment for overcoming periods of high attenuation.

Similarly, the joint fading probability will be calculated for the 13
widely separated terminals. This computation, which determines the per-
centage of time that the attenuation at one selected site exceeds various
levels, will indicate the percentage of time during which a high-ei.r.p.
satellite spot beam will be available to overcome attenuation at that site.

In addition to these analyses of the digitized signal amplitude data,
the rain gauge data from each of the 24 transmitting locations will be
manually analyzed to yield cumulative distribution functions for the rain
rate at each location. This information will be used to extrapolate the
measured attenuation data to other locations where rain data may be
available. In addition, attenuation as a function of rain and rain rate will
be determined for special events.
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Appendix A. Transmitting terminals |"§ ' e |z — | g
and reeceive system z E% — %5 | |E YE gg | ©
& £a | i (23 < ~
Transmitting terminals - |§ | <
The two types of transmitting terminals used in this experiment are dual- L———*"— —J |-— — — _ §
frequency terminals and single-frequency diversity terminals. These terminals O &D
are essentially identical except for power output and frequencies. As shown in
Figure A-1, the basic configuration consists of a small parabolic-refiector an- r__( . I eyl | |-— —_—— —— ——
tenna (positioned manually) with a prime focal feed, a power amplifier, a fre- | | =
quency generator, and power monitoring system. A rain gauge, a stripchart | = o | §§
recorder, and an auxiliary power system are also provided to record the power 2 =) | | EE o EE
outputs and rain rates at each transmitter site. | ° |3 & VR | § il ég &
Fach dual-frequency transmitting terminal is assigned two independent fre- | S s E e & |§ S
quencies, one between 13.19 and 13.20 GHz, and one between 17.79 and 17.80 = < I §§- = | |§ -
GHz. The diversity terminals, which are assigned frequencies in the 17.79- to I = 4 8 7 w = g S
17.80-GHz band, will be interleaved with the dual-frequency terminals. The l i ||,§ 2= |aE
half-power beamwidth of the fixed antennas is 4° by 4° at both 13 and 18 GHz oz q | |§ - z
with a manual pointing accuracy of 0.1°. The antennas are linearly polarized in |'_ - ¢ I R B Y O - b
the same plane for both frequencies. Ig .;-‘: § E 2 |§ 2 :5_3 § & i
The power output of the power amplifiers is 25 W at 13 and 18 GHz for the z o x© | |:x: § g &
dual-frequency terminals and 5 W at 18 GHz for the diversity terminals. The |g ug | |§ «H 2 E
output stability is 0.5 dB for a 72-hour period. The frequency stability is better LE g3 g2 o= =
than 1 x 10-7 over a temperature range of —40°C to +45°C with a power source — —_ J = L _
variation of 5 percent in frequency and/or 10 percent in voltage. > ; -
A rain gauge will be installed at each terminal to record rain rates of 5 to 150 - = 2 0
mm /hr, with a resolution of 2 mm /hr. A stripchart recorder, which is capable of g g -

operating at a speed of 120 mm/hr, will record the transmitler output power
and the accumulated rainfall.
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To obtain information on the distribution of high-intensity precipitation at-
tenuation over the greatest possible arca, the 15 terminals transmitting at 13
and 18 GHz will be located in various parts of the U.S. Probable sites arce Boston,
Massachusetts; Columbus, Ohio; Starkville, Mississippi; Andover, Maine;
Ithaca, New York; Detroit, Michigan; Philadelphia, Pennsylvania; Washington,
D.C.; Nashville, Tennessee; Asheville, North Carolina; Fayetteville, North
Carolina; New Orleans, Louisiana; Atlania, Georgia; Tampa, Florida; and
Miami, Florida. These sites are expected to represent most of the climatic re-
gions having significant precipitation in the US.

Three of these sites, Boston, Columbus, and Starkville, will also be part of
the experiment Lo evaluate diversity receiving systems.

Since the terminals are located over such a wide geographic region, oflen in
rather remote areas, they are designed for highly reliable unattended operation.
They are designed to withstand temperature ranges from —40°C to +45°C,
winds over 50 mph, and rain rates of 150 mm /hr while operating fully within
specifications. To meet these requirements, the terminals are housed in a 1.2- X
1.2- x 2.1-m fiberglass-constructed, weatherproof equipment enclosure with a
self-contained heating system to maintain the internal temperature above 10°C
during the winter, and a self-ventilating exhaust fan for the summer.

The design parameters of the terminals have been dictated primarily by the
requirements of the cxperiment. The antenna beamwidth has been specified to
accommodate the satellite motion, the effeclive radialed power to meet the
dynamic range of the experiment, and the frequency stability, perhaps the most
important parameter, to accommodate the receiving system. The receiving system
i$ expected to operate in a 100-Hz loop bandwidth, placing an cxtremely rigid
short-term stability specification on the frequency generators. Similarly, to
permit unatiended operation of the transmitters, the long-term stability of the
generators must be sufficient to keep the carriers within the tracking range of the
receiver for a period of not less than six months.

Previous experience indicates that long-term drift rates of 1 x 10-2 per day
and 1 x 10-% per year can be achieved through the use of phase-lock solid-state
oscillators in which crystals in the 100-MHz region are used as the reference
frequency. It has been determined that the short-lerm requirements should be
attainable with similar devices. Thus, the basic design of the frequency genera-
tors calls for solid-state oscillators, operating in the 1.0-GHz region, to be phase
locked to crystal oscillators operating around 100 MHz, followed by an ap-
propriate multiplier chain.

The short-term frequency stability has been specified in terms of a power
spectral density. It is characterized in the bandwidth from 0 to 30 Hz by a
K /f? distribution so that

Py

> 30 dB

10 log P10) >

(]
"l
~1
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where Py is the total carrier power and P(10) is the power measured in a 1-Hz
bandwidth 10 Hz from the carrier. Beyond 30 Hz, the power spectral density
has been specified as shown in Table A-1.

TaBLE A-1. POWER SPECTRAL DENSITY
SPECIFICATION BEYOND 30 Hz

Frequency Separation from Power Spectral Density

the Carrier Below the Carrier
J0Hz < df < 100 Hz > 45 dB
100 Hz < df < 1kHz > 55dB
1 kHz < df < 10 kHz > 65 dB
10 kHz < df < 100 kHz > 75 dB

100 kHz < df > 80 dB

Figure A-2 shows the power speciral density ol a typical frequency generator
compared wilh the specification. To perform the measurement, two frequency
generators were mixed together and the beat frequency was fed to a narrow-
band wave analyzer in which the power spectral density was measured in a
1-Hz bandwidth.

0 = 18GH, —

bo | TRANSMITTER _
TERMINAL

(1B

30

40
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60

RELATIVE POWER

70

80

Figure A-2. Power Spectral Density of a Typical Frequency Generator
Compared with the Specification

Receive sysiem

The receiving terminal, to be located at the Andover, Maine, earth terminal,
will use the horn antenna and associated tracking and 4-GHz receiving equip-
ment, As shown in Figure A-3, the receive system consists of three sections:
receiving terminal, signal processing, and data acquisition. The calibration unit
will be installed between the receiving antenna and the low-noise parametric
amplifier to permit calibration of the entire system.
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The first down-converter will convert the amplified signals to the 70-MHz
range. The 70-MHz signals will then be amplified and distribuied by the distri-
bution amplifier to the second down-converter. The local oscillator signal for the
second down-converters will be supplied by 13- and 18-GHz AFC controllers,
which will follow any shifts of the two bands caused by the frequency con-

l
|
verlers in the satellite.
EL:J ‘ E ég EE : A distribution amplifier will split the single 30-MHz-wide receive signal into
g2 E% oF %3 two 10-MHz-wide bands. One band will contain the 13-GHz transmitted carriers
s i —g gz g?_ ‘ and the other band will contain the 18-GHz transmitted carriers. The 10-MHz
E %é - T e | bands will be lconverted to 200 MHz and then amplified to drive the carrier
& T i { 1oy 3 processors, which convert the signal to DC and filter out noise. The system band-
g 28 - | _): o : N | width will be determined by a crystal filter with a 100-Hz bandwidth in the
= 3 EI | él §§ i g‘ I carrier processor.
3 5s L= 4z | §
< 9E reo e 5o
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The ATS-F COMSAT propagation
experiment transponder

A. L. BERMAN, EDITOR*

Abstract

This paper describes a satellite transponder for use in the ATS-F COMSAT
Propagation Experiment. In operation, this transponder reccives 39 continuous
wave carriers transmitted in the 13.2- and 17.8-GHz bands, frequency translates,
and then retransmits in the 4-GHz band. The hardware design includes several
novel features. Three-stage tunnel diode amplifiers, implemented with micro-
wave integrated circuit technology, provide the major portion of the repeater
gain. Image terminated frequency translation mixers incorporating dual-mode
filters to minimize weight and size have been used. Transponder reliability is
highlighted throughout the design. Final flight qualification testing has verified
that all performance requirements are conservatively met.

Introduction

The ats-r ComsaT Propagation Experiment repeater has been de-
signed to satisfy the performance requirements dictated by the overall ex-

* The material reported herein is the result of the collaborative work of many
people. The principal contributors are A. Atia, A. Berman, R. Bounds,
R. Cooperman, Y. Lee, C. Mahle, R. Stegens, R. Strauss, J. Talcott, M. Wachs,
and A. Williams.
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periment plan described in “ATs-F ComsaT Millimeter Wave Propaga-
tion Experiment” by L. Westerlund, J. Levatich, and A. Buige [1]. The
hardware for the experiment consists of a spacecraft transponder, 15
ground transmitter stations, and one receiving station. The transmitter
stations transmit a total of 39 continuous wave carriers, 15 in the 13.2-
GHz band and 24 in the 17.8-GHz band. The spacecraft transponder
translates these carriers to the 4-GHz band, amplifies, and retransmits them
to a central receiving earth station. The received signal strength of each
carrier is recorded and correlated with rain gauge readings from the re-
mote sites.

This paper describes the design and performance of the spacecraft
transponder. The requirements of this transponder, determined from the
overall experiment plan, are presented in Table 1. The experiment plan
calls for accurate measurement of carrier power level over a 30-dB dynamic
range. In practice, the lower limit of this range is set by the noise figure,
while the upper limit is determined by the linearity of the repeater. The
frequency translation jitter specification is derived from considerations
arising from the narrowband tracking loop used to receive the carriers.
The power consumption, size, and weight constraints are imposed by the
ATS-F satellite environment,

TABLE 1. TRANSPONDER REQUIREMENTS

Input (receive} Frequencies 13.19-13.20 GHz,
17.79-17.80 GHz
Output (transmit) Frequencies 4.14-4.15 GHz,
4.16-4.17 GHz
Overall Gain {input flange to output flange) 100-110 dB
Gain Stability vs Temperature +1 dB (+5°C to +35°C)
Noise Figure <10.5 dB
Qutput Power +18 dBm
Frequency Translation Jitter (short term) < 10-Hz deviation at rates
<1Hz
Power Consumption <14 W
Size
Receiver 279cm X 228 cm X 16.5cm
Transmitter 30.5¢cm ¥ 223¢m X 174 cm
Maximumn Weight <16.8 kg
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Overall repeater description

A repeater consisting of a receiver and transmitter satisfying the require-
ments of Table 1 is shown in Figurc 1. The receiver performs the re-
quired input filtering, frequency translation, preamplification, and band-
pass filtering. The transmitter provides high-level amplification to the
required output power level.

Reveiver

Fach receiver chain consists of a low-conversion-loss mixer followed by
a 3-stage tunnel diode amplifier (TDA). The TDA supplies approxi-
mately 35 dB of gain and sets the receiver noise figure. A 10-MHz-wide
bandpass filter limits the receive noise bandwidth at the output of the
receiver. The local oscillator (LO) signal required for each of the receiver
mixers is obtained from independent crystal oscillator-multiplier chains.
Two receiver chains are provided for each received band to cnhance the
experiment reliability.

Transmitier

The transmitter combines the outputs of both channels at 4 GHz and
amplifies them in either of two high-level amplificr chains. A 3-stage TDA
provides approximately 35 dB of gain, while an output traveling wave
tube (TWT) supplies 50 dB of gain.

Major repeater subsystems

The design of the major subsystems is described in the following sub-
sections. The unique features are emphasized.,

MIXERS

The mixers incorporate filters utilizing dual-mode operation, i.c., two
electrical cavities in one physical cavity. This technology has resulted
from an ongoing program at ComsaT Laboratories to minimize filter
weight and size without degrading performance.

The first active stage in each receiver chain is the Schottky barrier
diode mixer. The 13- and 18-GHz units are shown in Figure 2. In each
case, a minimum conversion loss is necessary to meet the noise figure
performance requirements. Providing the mixer diode with a reactive
termination at the sum, image, and regenerated signal frequencies makes
it possible to reduce the conversion loss below the 3-dB minimum pre-
dicted for a resistively matched termination mixer {2].
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To maximize the conversion efficiency of the design, it is necessary to
minjmize the principal losses [3], which include the following:

a. mismatch loss at either the signal or IF port, resulting in less
signal being delivered to the diode junction:

b. loss of signal power due to the presence of series resistance and
Junction capacitance in the diode;

c. losses related to the current-voltage characteristic of the diode
junction; and

d. losses caused by the signal and IF filters.

Minimization of these losses requires proper matching of signal and IF
sections, optimization of LO drive for the particular diode sclected, and
presentation of a reactive termination to the diode at frequencies other
than the intermediate, LO, and signal frequencics. The diode should be
selected for high reliability, minimum noise figure in the frequency band
of interest, low series resistance, and large reversc breakdown voltage.
Furthermore, the diode package should have a self-resonance frequency
higher than the signal frequency. A type HP5082-2723 diode has beep
chosen.

The mixer cquivalent circuit is shown in Figurc 3. The Schottky barrier
diode is placed perpendicular to the broad wall of a reduced height wave-
guide to facilitate impedance matching at the signal and LO frequencies.
The broad wall dimension has been choscn so that the image is well
below the guide cutofl frequency and is therefore reactively terminated.

The LO and input signals are introduced via the broad wall of the
guide, from opposite sides of the diode, by using 2-pole filters constructed
from single dual-mode circular cavities [4]. Such a filter design signifi-
cantly reduces the volume and weight of each mixer. Short circuits are pro-
vided at both ends of the waveguide. A low-pass filter with a cutoft fre-
quency of 4.5 GHz is used at the output. This filter allows the 4-GHz
difference frequency to pass with minimum loss and, at the same time,
provides a short circuit for the image, LO, signal, and sum f{requencies.

To minimize signal filter losses and to avoid tuning variations caused by
temperature changes, the filters have been designed to have 100-MHz
bandwidths although the signal bandwidth is only 10 MHz. These widc
bandwidths also permit the usc of lightweight aluminum. The IF filters
have been designed in the manner described in Reference 5. Additional
mixer design considerations are given in Appendix A.
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Mixer performance is summarized in Table 2. The low conversion loss
indicates that the image and sum frequencies are reactively terminated.
The conversion loss vs LO drive level characteristics are presented in
Figure 4.

TABLE 2. MIXER PERFORMANCE

13-GHz Mixer 18-GHz Mixer
Waveguide Dimensions 2em X 0.2cem 1.3em ¥ 018 em
Cutoff Frequency 7.5 GHz 11.5 GHz
Signal Frequency 13,195 + 5 MHz 17,795 &= 5 MHz
Signal Filter Loss 0.3dB 0.4 dB
1.0 Freguency 9,050 MHz 13,630 MHz
LO Power 10 &+ 3 dBm 6 + 2 dBm
Image Frequency 4,905 + 3 MHz 9.465 4+ 5 MHz
Return Loss, All Ports >15dB >15dB
Typical Conversion Loss 3dB 2.5dB
Typical Noise Figurc 3dB 2,5dB
Weight 2126 ¢ 149.6 g

During the tuning process, it was obscrved that the noise figure could
increase markedly without appreciably changing the conversion loss. A
similar phenomenon had been previously investigated [6] for mixers hav-
ing equal terminations at the signal and image ports. This effect is pri-
marily attributed to the presence of a nonlinear eapacitance in the diode’s
equivalent circuit. The presence of this nonlincar capacitance, which is
pumped by the LO, can, under certain conditions, result in a net con-
version gain. Thus, any thermal noise generated in the diode can be ampli-
fied parametrically and appear at the IF port, contributing to a noise figure
which is larger than that caused by the mixer conversion loss. However,
this condition can be avoided if the nonlinear diode resistance and capaci-
tance are pumped in opposite phases, which is possible if the proper re-
actances are introduced at the diode terminals.

The conspicuousncss of this phenomenon in the case of 18-GHz mixer
is probably due in part to the fact that the DC return path is a short circuit
and in part to the low conversion loss obtained. Nevertheless, for this
mixer, it was always possible to find one particular tuning at which the
noise figure and conversion loss were in good agreement.
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Figure 4. Flight 13/18-GHz Mixer

TUNNEL DIODE AMPLIFIER

The design of the TDA is based on a microwave integrated circuit
(MIC) approach using microstrip on alumina. Mechanical ruggedness
and unit-to-unit uniformity make this implementation attractive for space-
craft applications.

. Three-stage TDAs are used to provide low-noise, low-level amplifica-
tion at 4 GHz. In addition to minimizing the noise figure while providing
the correct gain, the design logic has considered the elimination of spurious
oscillations and temperature sensitivitics.

A germanium tunnel diode with a peak current of 2.5 mA has been
selected for the design as a compromise between low noise figure and
moderate linear output power capabilities. The admittance vs frequency
characteristic of the diode determines the electrical design of the amplifier
medule and circulator as follows:
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a. The capacitive reactance of the diode must be resonated in-band.
b. The circuit must provide a resistive load impedance (smaller than
the negative diode impedance) to sct the in-band gain.
¢. At frequencies outside of the band (i.e., DC to 3.5 GHz and 5.2
to 20 GHgz), the circuit must provide a positive resistance with a mag-
nitude greater than that of the diode’s negative resistance.
The design is complicated by the large variation with frequency exhibited
by the circulator impedance,
The tunnel diode matching and stabilizing circuits are included on
a 2.54- x 2.54- x 0.06-cm alumina substrate, as shown in Figure 5.
Figure 6 shows the design of the stabilizing network. Two pseudo-lumped
networks provide serics resonance at 4.15 GHz and form a 2-section
band-rejection filter when separated by one-quarter wavelength, Since
the input of the 2-section filter {at plane B-B) is a short at 4.15 GHz, the
length of lines L, and Ly is chosen so that these lines will resonate with
the diode capacitive susceptance. Line Ly, a 90° transformer at 14 GHz,
causes the shunt conductance loading the diode above 4 GHz to increase, :
thereby following the increasc in the device's negative conductance. w
Because of the lower limitation imposed upon line impedance by the
MIC format, two stabilizing and tuning networks are used in the TDA
design to double the stabilizing conductance at all frequencies. Stagger
tuning the length of line Ly in each network makes it possible to achijeve
maximum stabilization conductance over a broad range near 14 GHz so
that the diode is stabilized in the range where a large ncgative resistance
15 exhibited.

Figure 5. ATS-I Amplifier Subsirate

Since the net conductance of the circuit 15 positive at all frequencies
outside the range of 3.5-5.2 GHz, no reflection gain and hence noe ex-
ternal oscillations can exist. This condition is referred to as conditional
terminal plane stability. The cffect of circulator loading must, however,
be included to ensure stable opcration.

502 MICROSTRIP
B LINE 502 MICROSTRIP
909 LONG TRANSMISSION LINE
MYLAR FILM (0.001in)
WITH LOSSY COATING

SORQTHIN FILM
TERMINATION

Final stability is determined by interconnecting the amplifier to the (CHIPY

circulator and checking the Nyquist stability criteria for the entire as-
sembly. A computer technique is used to perform this operation. The
program computes the reflection gain of the amplifier at all frequencies
of interest. {Theoretical performance is 12-dB gain with a 1-dB band-
width of 200 MHz.) Stability is analyzed at selected frequencies from DC
to 20 GHz by determining the limiting circulator toad reflection coefhi-
cients which violate the Nyquist criteria. The limiting reflection coefficients
define the return loss specification of the circulator ports.

N D

SERIES RESOMANT AT 445 GHz
(WITH FRINGING CAPACITANCE)

Figure 6. TD A Stubilizing Network {line lengths are in degrees at 4.15 GHz)
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To eliminate the possibility of interaction between TDA modules, a
9-port, 7-junction circulator has been designed to provide 60-dB isola-
tion between ports. To guarantee the isolation performance, RF-absorbing
ferrite mode suppressors have been included to eliminate parallel-ptate
mode propagation. The three amplifier port voltage standing wave ratios
(VSWRSs) are less than 1.2:1 in-band and comply with the load reflection
requirements determined by the stability analysis.

Circulator characteristics, e.g., match and isolation, were made rela-
tively constant over the qualification temperature range by sclecting a
ferrite material (Transtech type G1002) which exhibits small variations
with temperature, and by using Alnico VIII biasing magnets. A more
detailed design computation is presented in Appendix B, and the mea-
sured performance of the circulator is summarized in Table 3.

TaBLE 3. MEASURED CIRCULATOR PERFORMANCE

Gain 26-35 dB*
1-dB Bandwidth 90 MHz
Center Frequency 4,150 MHz
Noise Figure <55dR
Gain Variation over (PC-30°C < +0.5dB
Weight 529 g

* The gain was set at 26 dB, 33 dB, and 33 dB ior amplifiers in the 13-GHz channel,
the 18-GHz channel, and the transmitter, respectively.

TUNNEL DIODE AMPLIFIER BIAS SUPPLY

Each TDA module requires a +3-V bias supply with a high degree of
linc regulation, low ripple, and constant voltage with time and tempera-
ture variation. A high-eflicicncy switching regulator has becn designed to
provide 75 mW from the +28-V line with losscs of only 121 mW.

BANDPASS FILTERS

Both the 13- and 18-GHz channels incorporate a filter (at 4 GHz) to
limit the noise bandwidth. The filter bandwidth represents a tradeofl
between the frequency plan required to provide a flat frequency response
over the bandwidth used by the carriers and the input power backofl of
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the traveling wave tube amplifier (TWTA). (A bandwidth which is too
wide will saturate the TWT with noise.} The temperature range specified
for the transponder requires a filter constructed of invar.

The dual-mode filter is similar to that described in the mixer section [4].
Each of the filters consists of a circular waveguide cavity excited by two
orthogonal TE;,; modes coupled by a screw at a 45° angle from the direc-
tion of polarization of each mode. The input and output couplings are
provided by extending the center conductors of the coaxial line inside
the cavity, as shown in Figure 7; hence, waveguide-to-coaxial transitions

CGUTPUT
COXiAL
CONNECTOR

—pm

INPUT
COXIAL
CONNECTOR

TUNING
SCREWS

= ©

COUPLING SCREWS
——————» ELECTRIC FIELD LINES
f OF MODE 1 {TE,
I
I
|
|

ELECTRIC FIELD LINES
OF MODE 2 {TEy)

EQUIVALENT CIRCUIT

Figure 7. Modes in the 2-Cavity Filter and Its Equivalent Circuit

are unnecessary. To conserve further space and reduce the independent
Mmechanical supports, the two filters are constructed as one integral piece,
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LOCAL OSCILLATOR CHAIN

The transponder requires LO sources at 9.05 and 13.63 GHz with a
nominal level of 10 mW and a frequency stability of =4 ppm over a tem-
perature range of —10°C to +65°C. The design of the LO, shown in
Figurc 8, is straightforward and cmphasizes immunity to spurious oscil-
lation.

The first stage of the LO consists of an ultra-stable quariz crystal (5th
overtone) oscillator, buffer amplifier, and transistor doubler. A limiting
stage minimizes level variation with temperature, and an output filter
eliminates spurious outputs, The output is +17 £ 0.2 dBm over 0°C
to +50°C. Stability is within 2 ppm from —10°C to +65°C. (No oven is
used.} The oscillator phase noise was measured as described in Appendix C.

A transistor X9 frequency multiplier provides an output of more than
100 mW at approximately 2.25 GHz. The multiplier consists of two transis-
tor triplers, cach having ~3 dB of gain. Lumped element matching at
the input (nominally 250 MHz) and in the interstage networks (nominally
750 MHz) minimizes the overall size. The circuit is unconditionally stable
for any combination of drive level and frequency, DC voltage, and tem-
perature. The devices typically operate at 10 percent of rated dissipation.
At an output level of +21 dBm {levels up to +24 dBm are possible) at
2.25 GHz, the X9 multiplier has an overall DC-to-RF cfficiency of 20
percent.

A directional filter at the output of the X9 multiplier provides a wide-
band 50-ohm match while attenuating unwanted multiplication products.
This filter consists of an MIC ring resonator and 50-chm terminations.
[t has becn designed with a new mode compensation technigue [7] applicd
to the two parallel coupled directional coupler sections of the microstrip
traveling wave loop directional filter.

The compensated-design filter circuit has been photo-ctched on a 2.54-
X 2.54- x 0.1-cm alumina substrate (¢, = 9.7) and has two 50-ohm film
resistor internal terminations. It has shown return losses greater than 20
dB up to 4 GHz, which is a substantial improvement over the performance
of an uncompensated-design filter. The inscrtion foss is 1.4 dB at the
band center of 2.25 GHz, and the 3-dB bandwiclth is approximately 90
MHz.

The final frequency multiplication is performed by a single X4 or X6
step recovery diode muluplier.



356 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2, FaLl 1973

The multipliers leature a conversion efficiency of 1/N or better at the
design frequency, and stability over the 42250-MHz input bandwidth for
power levels from 0-5 dB nominal, thereby demonstrating a state-of-the-
art performance.

The LO chain is open-circuit stable at any phase.

TELEMETRY AND COMMAND MODULE

The telemetry and command (T&C) module is the interface between the
experiment and the spacecraft telemetry, command, and power systems.
It operates on the spacecraft command signals to control power switch-
ing within the experiment and to properly condition tclemetry sensor
signals.

The telemetry section consists of the signal conditioners and the voltage
reference (for thermal sensors) required to properly process the sensor
data. It accepts signal inputs from various sources within the experiment,
and conditions and buffers these signals before presenting them as outputs
to the redundant spacecraft telemetry encoders. There are two types of
signal sources: digital status bits and analog voltages derived from thermal
SENSOrs.

The command section, which consists of the command interface cir-
cuits, command driver circuits, and command inhibit circuit, accepts
redundant spacecraft command decoder outputs and generates control
signals for the experiment in response to these commands. These responses
take the form of signals to switch power to the appropriate redundant
circuitry and control pulses to switch the latching circulators and TWTAs.

The power section consists of a DC/DC converter, power disconnect
circuit, and distribution relays for power switching. It accepts a regulated
28-V input from a 14-W spacecraft load-interface-controller (LIC). It
provides overload protection, voltage conversion, and switching power to
the various experiment components. It also provides the required isolation
between power, telemetry, and command power supplies. Figurc 9 is a
block diagram of the command and telemetry units.

Transponder inlegration and Lest

An important guideline throughout the transponder development was
the objective of solving as many potential problems as possible before
or during the engineering model integration to minimize difficulties in the
prototype and flight model. Each of the engineering model circuits was
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Figure 9. Telemetry, Command, and Power Block Diagram

therefore developed until its electrical performance (e.g., swept frequency
response, gain, linearity, noise figure, power output, matching, stability
and RF leakage) satisfied predetermined criteria. Potential interaction’
susceptibility received particular attention to avoid unforeseen integration
problems,

{\fter each circuit was brought into compliance with performance re-
quirements and after all measurements verified expected operating char-
acteristics, environmental tests were performed. The program included
qQualification level vibration and temperature tests over an extended range
with the device in operation (i.e., DC and RF signals applied).

iny after the device demonstrated acceptable performance variation
during environmental tests was it integrated into the engineering model
transponder. This model was then measured on the bench, during vibration
and in a thermal vacuum chamber, to verify that the overall performance
Cou!d be predicted from the performance of the individual subassemblies
during unit test. In this way, all major design problems could be solved
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during development and integration of the engineering model. Only minor
structural problems were encountered during the transponder vibration
test. One such problem was solved when the structure supporting the
13-GHz mixers in the receiver was stiffened with three additional brackets
after the first round of vibration tests.

No significant design changes were required between engineering model,
prototype, and flight model. The subasscmblies for the prototype and
flight models underwent a simifar test ¢ycle, i.e., bench tests followed by
live enviropmental tests and additional bench tests. After infegration,
formal test programs were conducted [or qualification and acceptance of
the prototype and flight modcl transponders, respectively. The trans-
ponder met all pertinent specifications including the design goal of £1-dB
gain variation over a +5°C to +35°C temperaturc range (sec Figure 10).
No malfunctions were expericnced. Table 4 summarizes the performance
of the flight model transponder. Figurc 11 shows the delivered flight
transponder.

TABLE 4. FLIGHT TRANSPONDER PERFORMANCE
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FLIGHT ACCEPTANCE l
TEMPERATURE RANGE

GAIN (dB)

Qverall Gain
at 13,195 MHz

at 17,795 MHz

Noise Figure

LO Frequencies

DC Power
Weight

Specification

Measurement

101 dB

110 dB

<10.5 dB

9.05 and 13.63 GHz

<14 W
<16.8 kg

channel AA:
channel AB:
channel BB:
channel BA:
channel AA;
channel AB:
channe!l BB:
channe! BA:

channel 13A:
channel 13B:
channel 18A:
channel 18B:
channel 13A;
channel 13B:
channel 18A:
channel 18B:

0.9 W
14 kg

101.1 did
101.8 dB
102.4 dB
{01.8 dB
109.4 dB
109.6 dB
109.4 dB
109.9 dB

9.25dB
8.98 B
10.09 dB
9.78 dB
9.050003 GHz
9.030001 GHz
13.630002 GHe
13.630002 GHz
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Figure 10. Flight Transponder, Gain vs Temperature

Reliability/ quality assurance program

As an integral part of the transponder development cycle, a rigorous
par.ts p.rocure.nmnt and quality assurance program was maintained from
de;ﬂgn inception to delivery of the space-qualified flight transponder. The
primary functions of this program were specification of purchased flight
materials and parts, in-house inspection, and maintenance of technical *
quality assurance records and traceability of flight equipment,
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Figure 11. Flight Transponder

The majority of the more than 120 high-reliability electronic part types
selected were “standard” flight parts found on the published NASA
(GSFC) Preferred Parts List. For these parts, existing government specifi-
cations were used. New specifications were prepared and approved by
NASA for “nonstandard” flight parts and subassemblics.

As an example, the germanium tunnci diode specification included .in-
novations in operating point characterization and screening tests wh1.ch
materially contributed to the reliability of the diodes. Based on studies
of tunnel diode characterization techniques, rigid limits were 1mplosed
upon peak (£} and valley () currents, the valley voltage (V.) was spec1ﬁed,
and the vendor was required to report the negative resistance and termm.al
voltage at the operating point as & reference for adjusting the TDA cir-
cuits. A high-temperature stabilization bake {100°C for 7; hours) was
incorporated to screen out those diodes with excessive built-in mechanical
stresses. Step-stress testing [8] showed that these stresses can cause gradual
diode degradation, particularly in /,. All units with Af, greater than 410
percent for the bake period were rejected.
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When necessary, flight qualification testing of many parts was con-
ducted by their vendors. Since the MIC form of the TDA had no known
spaceflight history, ComsaT subjected it to a qualification program. A
great deal of testing and process development was required to qualify the
alumina substrate MIC TDAs for flight. Serious problems with thick-and
thin-film chip resistors and their epoxy attachment technigques were the
subject of intensive construction analysis efforts.

It was found that, in two cases, the 330-ohm thick-film chip resistor used
to set the diode bias had changed value. (In one case, the resistor demon-
strated increased resistance and erratic behavior; in the second case, the
resistor demonstrated decreased resistance.) In a third case, one or more of
the 50-ohm thin-film chip matching resistors had increased in value.

Investigation of the thick-film resistor failures revealed that the lot of
flight resistors was mixed: samples of Pd/Ag and Bi/Ru thick-resistor
films included reglazed units. Although all units passed “burn-in,” some
had probe cracks or bubble cracks in the thin glass protective layer. Both
tailures occurred in the Pd/Ag-type resistor with propagated glass cracks,
A glass chip broken off from one resistor explained its erratic variation
and increase in resistance. The second malfunction was more subtle. In
this case, the resistance decreased from 325 ohms to 290 ohms and held
this lower value through “stripping”™ from the substrate and some prag-
matic immersion tests. Finally, exposure to 60°C high humidity plus epoxy
hardener vapors for 16 hours further decreased the resistance to 275
ohms. It is hypothesized that the combination of interface stresses, permea-
tion of moisture at elevated temperature, glass crack propagation, and
exposed Pd/Ag thick film can result in the type of resistance changes
which were observed.

The 50-ohm thin-film resistor malfunctions were traced to the bonding
procedure used. Analysis indicated that the primary cause of failure was
the method of melding the silver and clear epoxies during mounting. The
resultant epoxy matrix provided a significantly reduced conductive con-
tact area, combined with interface {epoxy resistor and epoxy  substrate)
stresses. The net result was an increase in resistance from 50 ohms to 61
ohms produced by a slight “lifting™ at the interface. The interface stresses
resulted from marked differences in the participating thermal coefficients
of expansion and the moisturce absorbing (slight swelling) property of the
clear epoxy material,
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These investigations resulted in the following corrective actions:

4. changes in process specifications to preclude mixing of clear
and silver epoxies;

b. improved epoxy mixing methods, formulas, and dispensing:

¢. elimination of the high-humidity paint curc;

d. addition of electrical test peints;

¢. revision of the thick-film resistor purchasc specification and
procurement of a new lot of Bi ‘Ru resistors; and

f. incorporation of all of these changes in the flight transponder.

As part of the transponder assembly, the documentation necessary to
maintain control was developed. This documentation included R&QA
plans; process specifications; test plans; assembly and inspection pro-
cedures; photographs of assemblics (used as working standards); parts,
materials, and processes lists; and a released drawing set. Other records
included malfunction and discrepancy reports, material flow records, and
transponder qualification and acceptance test logs for end item delivery.
The R&QA system ensured traceability of parts and materials throughout
the assembly phase of the transponder,

Conclusion

A satellite transponder o be used in the ATS-F Propagation Experi-
ment has been constructed. While the transmission bandwidth require-
ment dictated by the experiment is limited to 10 MHz, cach of the subsys-
tems has been designed so that it can be readily expanded for wideband
communications use. In addition, the MIC implementation of the TDAs
will permit the incorporation of additional stabilizing network scctions
to increase bandwidth. The basic design and implementation tech-
niques, however, will remain the same. Similarly, the mixers can be adapted
to communications use in the 20- and 30-GHz bands. The mixer band-
width capabilities can be fully exploited through the use of temperature-
stable invar construction. Thus, the propagation experiment serves two
purposes. First, all of the experiment requirements are conscrvatively
satisfied. Second, many new design techniques and technologies directly
applicable to communications satellite transponders are demonstrated.
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Appendix A, Additional mixer design considerations

The diode impedance (approximately 120 ohms resulting from the reactive
termination of sum and image frequencies} is matched to the S0-ohm output by
using a 2-section stub tuner. The mixer diode is self-biased by using an RF choke,
and the DC return is completed by a short circuit for the 18GHz mixer and
by approximately 400 ohms for the 13-GHz mixer. The sum frequency is
terminated by the diode package.

To optimize the mixer, the spacings of the signal and LO filters and short cir-
cuits with respect to the diode must be determined so that all three ports of the
mixer are well matched, and the minimum conversion loss and noise figure are
achieved. These conditions can be met when the image, sum, and higher order
products are properly terminated. Simple Ist-order analysis can be used to
determine the slarting values of the spacings /,, {1, /,, and /. shown in Figure 3 of
the paper. These distances are found by choosing integers sy, ny, 1y, and ny such
that

Hihg.
b=y
I, = @gi’
)
I {2n, + ])7\5'1.,_0
2 4

(2n, + DAg,
L = a4

where Ag, and Agp, are the guide wavelengths at the center frequencies of the
signal and LO filters, respectively. The spacings are then perturbed experimentally
s0 that the mixer characteristics are improved.

Appendix B. Tunnel diode amplifier design

Diede

A germanium tunnel diode with a peak current of about 2.5 mA has been
selected for use in the amplifier. Germanium has been chosen because it has been
previously qualified for spaceflight use. Since the “micropill” package is 0.05 cm
high, it is compatible with a 0.06-cm-thick alumina MIC substrate.

Figure B-1 shows the equivalent circuit of the diode and the variation of its
terminal admitiance with frequency. A Nyquist analysis [B1] shows that the
diode is both open- and short-circuit unstable. A large troublesome negative
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conductance exists in the 12- to 16-GHz region as a result of the condition
oy <t

Near 4 GHz, the diode is modeted by the circuit of Figure B-2. The
amplificr design proceeds by synihesizing networks which provide the following
characteristics:

a. resonance of the capacitance, Cr, at 4.15 GHz;

b. a load impedance (~23 ohms) which is consistent with a gain of
approximately 12 dB at 4.15 GHz; and

c. proper loading of the diode at all other frequencies (DC to 20 GHu)
1o prevent spurious oscillations.

Gain-bandwidth limitation

The overall objective of a 90-MHz 1-dB bandwidth for each 3-stage assembly
indicates that each TDA module must have a bandwidth of about 170 MHz,
If it is assumed that a lumped inductor is used to resonate the circuit of Figure
B-2, the reflection gain (Figure B-3) can be determined as follows:

yo= ¥y G+ G b jeCr — 1l

r ane A-A T * = - . ) ) B1
Rane AAS LT T (G - Ga) — fwCr — Vel (8D
An expression for the 1-dB bandwidth can then be derived:

Awyan &) o (B2)

w,  wCrG. — 1)

o

where G.. is the voltage gain at resonance. For €7 = 0.8 pFand ¢, = 40 ohms,
equation (B2) predicts a bandwidth of 1,600 MHz; clearly the required 17-MHz
bandwidth presents ne problem, This is important, since circuit designs which
guarantee stability greatly degrade bandwidih.

The inductive susceptance of Figure B-3 cannot be achicved by vsing a lumped
element at 4 GHz; instead, some form of distributed network must be used. The
design requires that the network which resonates with Cr must also provide out-
of-band loading to prevent spurious oscillations.

Stabilizing neiwork

Examination of the Nyquist stability criteria confirms that open-circuit stability
can be achieved for the diode of Figure B-1 by adding shunt conductance al the
diode terminals at frequencics removed from 4.15 GHz. Short-circuit stability
cannot be achieved without the further addition of a serics resistance; this
approach is considered impractical, however. Fortunalely, the Nyquist criteria
are sufficient but not necessary for stability because the complex behavior of the
circulator load impedance, which cannot be modeled and therefore cannot be
included in any Nyquist analysis, guarantees stability.
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Figure B-2. Equivalent Cireuit of a 2.5-mA Tunnel Diode Near 4 GHz
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Figure B-3. Circuit for Calculation of I-dB Bandwidth Limitaiion

Figure B-4 shows the form of the stabilizing network chosen 10 provide an
out-of-.band shunt conductance to the diode. Its success depends upon the
Tollowing factors:

a. realization of an all-band load (DC to 20 GHyz);
b. synthesis of a bandstop tilter at 4.15 GHz which has no other (spurious)
stopbands below 20 GHz; and 4
c. tailoring of the lossless network, Ny, so that Re[Varan] exceeds the
diode’s negative conductance at all frequencies removed from 4.15 GHz.

l‘n an MIC format, a [requency-independent load may be obtained by using thin-
h_lm resistors {good to about 4 GHz) combined with extremely lossy transmission
lines. These are casily synthesized on microstrip Hnes using lossydmm overlays
Bandstop filters having no spurious responses below 20 GHz can be dcsigncd
only by using “pseudo-lumped™ series resonant networks consisting of low-
and high-impedance (e.g., 20- and 120-ohm, respectively) 1runsmiss}on lines.
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These lines, whose behavior approximates that of capacitors and inductors, differ
from a A/4 open-circuited transmission line in that they have no resonance at
3.

The computer analysis used to verify overall stability procecds by assuming an
amplifier foad reflection coefficient defined by

o= 200
(see Figure B-3), where

0 < <10
and

0<6|£21T

Admittance ¥, of Figure B-5 is calculated from

Yo - 0020 &L
AR RS o

and admittance ¥; is calculated while the frequency is swept from 0 to 20 GHz
Stability is violated when admittance ¥, has a negative real part and a simul-
tancous zero imaginary part, indicated by a sign change in Im{Y).

Since the angle ¢, of I'.. cannot be guaranteed, while its magnitude 'T'! (circu-
fator return loss) can be measured, a plot of maximum allowable return loss vs
frequency can be compared with measured circulator data. Figure B-6 presents
measured and computed performance demonstrating unconditional stability.
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Appendix €. Oscillator phase noise measurement

Oscillator phase noise is measured in two steps. Two identical oscillator chains,
including crystal sources and multipliers to the 2,25-GHz range, are fed to a
phase detector. The output voltage, proportional to the phase difference between
the two sources, is then recorded. A digital computer is used to perform a
Fourier analysis of the recorded waveform. The spectrum of phase noise
“baseband™ thus computed is presented in Figure C-1.

The RF spectrum of the noise modulated oscillator is obtained by slightly
shifting the frequency of one of the oscillators and recording the audio frequency
mixing component. The RF spectrum obtained by Fourier analysis is presented
in Figure C-2.

Examination of the data reveals that the significant phase noise components
arc at frequencies below 1 Hz. The RF bandwidth caused by phase noise is
approximately 10 Hz. The deviation caused by noise may be determined from
the Carson’s Rule bandwidih:

L ] RF bandwidth )
deviation Af,, = -72 — ] — modulating freguency
=5 -1
= 4 Hz
I 1 T T ]
0+ Sig) —
~10 |- ~
w
® a0 -
=30 — —
,40 - —
| 1 | | 1
10 5 to 5 10

FREGUENCY (H2)

Figure C-1. Phase Noise “Buseband™ Obtained by Fourier Analysis
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Figure C-2. RF Spectrum Obtained by Fourier Analysis
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The orthogonalization of
pelarized fields in dual-polarized
radio transmission sysiems

R. W, KREUTEL

Abstract

Coupling between a pair of nominally orthogonal radio waves in a dual-
polarized transmission systemn results in interference which limits bandwidth
utilization efficiency. In this paper, some of the more common types of polariza-
tion coupling are examined. Polarization coupling is represented by a transmis-
sion matrix, which is then reduced to its equivalent diagonal form by an orthog-
onal transformation. This transformation js identified with a set of simplc
lossless networks. 1t is shown that the basic form of these networks is appropriate
to common types of polarization coupling. Finally, some fundamental limitations
imposed on transmission efficiency by field coupling are cited.

Introduelion

The channel capacity of a bandwidth-limited radio transmission system
can be theoretically doubled by transmitting and receiving information on
each of two orthogonal wave polarizations. If the two waves are not per-
fectly orthogonal, however, interference results. Therefore, the utility of
the dual-polarized transmission is contingent on achieving a satisfactory
level of orthogonality. In principle, perfect polarization orthogonality can
be realized; however, in practice, because of antenna design limitations,

-
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antenna misalignment, transmission media anomalies, and other difficul-
ties, perfect orthogonality can only be approximated.

In this paper, the coupling between the waves of a dual-polarized trans-
mission system is described in terms of a 2 X 2 transmission matrix. Tt is
demonstrated that matrix operations which orthogonalize the transmission
matrix can be implemented by adding simple hybrid networks at the send-
ing and receiving ends of the transmission system.

Maihematical model of the (ransmission sysiem

For the present analysis, the dual-polarized transmission system is
defined in very general terms. At the sending end of the system, two orthog-
onally polarized waves, xy and x,, are generated. A corresponding set of
waves, y, and p., arrives at the receiving end of the system. The relation-
ship between the waves at the sending and receiving ends is

A T T 1o X1
= (0
Yo T Tog |1 Xy

The square matrix in equation (1) is the transmission [T] matrix of the
system. Its off-diagonal terms represent coupling between the two wave
polarizations and include all sources of coupling (i.e., antennas and
medium).

It is evident that, to orthogonalize the process described by equation (1),
the T matrix must be diagonalized so that y, is a function of x, alone and
y: is a function of x, alone. This diagonalization can be cffected by per-
forming operations invelving premuitiplication and/or postmultiplica-
tion [1]. In the present work, T has been reduced to its diagenal form by
means of an orthogonal transformation (or more generally, for a complex T
coeflicient, a unitary transformation) because the networks required to
effect this type of transformation are necessarily lossless.

In the following sections the orthogonalizing operation is performed for
two classes of special importance: a symmetric 7 matrix and a Hermitian
T matrix. In each case, the 7 matrix is identified with the class of polariza-
tion coupling it represents. A linear dual-polarized system is used as an
example, but the analysis is equally appropriate to any dual-polarized
system, In each of the cases examined, it is assumed that Ty, = Tee. Since
the transmission gains on the two nominally orthogonal channels are
ordinarily identical, this should be a reasonable assumption.
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The symmetrie T matrix

The symmetric 7 matrix corres

: onds to t i . _
Hence, equation (1) becomes ’ o the case in which To; = T,

1 Ty, Tl x,
Yu Ty Ty Xz (2)

The T matrix in equation (2)

o T is diagonalized by the orthogonal trans-

AXTQ="T,

3
where the superscri
pt ¢ denotes the transpose i i i
form of T. The diagonal elements of T Foe simaly e b dagonalized

i . p are simply the eigenvalues
which are given by the roots of the characteristic equatioi ues of T.

T — A\ | =
l=20 4

where [ is the unit matrix,

The . .
_ Q matrix i1s composed of columns which are each eigenvectors of 7'
€igenvectors are the solutions to the following equations: .

T(.’l = .)\1(:‘1

(5)

T{’g = }\-;_(31 (Sb)
where ¢, and e, are the eigenvectors corres

and .. It follows that equation { Fe the Cona o Somvalues A

3) must take the general form

6’{ [ 7\1 0
T] [(.’ Caf =
el ved 0 Aa ©

Substitution of equation {(6) i i
: Into equation (2) yields the equati
orthogonalized transmission system: - Auations of the
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1 [ 1 1
¥1 ]‘\/i —‘\—/2-‘ Ty Ty ( _\/E *\/*2 X1

{7
0 Tll + Ti? X2

The operators in equation (7) can be identified with lossless sum and dif-
ference hybrid networks inserted at the receiving and sending ends, respec-
tively. Figure 1 is a schematic representation of the system described by

equation (7).

Ly wverip -
4 1 i/lﬁ HYBRID

| | B

TRANSMISSION MEDIA
{INCLUDING ANTENNAS)

Figure 1. Orthogonalized Dual-Polarized Transmission System
(symmetric T)

The various types of depolarization which can be represented by a
symmetric T matrix are indicated in Figure 2. All three of these depolarized
waves can be compensated by the system described by equation (7) and
shown in Figure 1. In each case the fields are perfectly linear and orthog-
onal at the sending end of the system and arrive at the receiving end as
shown, As indicated, a reasonably broad range of commaonly encountered
types of depolarization is included. A typical example is depolarization
resulting from antenna misalignment.

The Hermidian T mairix

The Hermitian 7 matrix is defined by 7. = T4, and real principal
diagonal terms. Thus, a transmission system with Hermitian-type-polariza-
tion is characterized by the following equations:

ORTHOGONALIZATION OF PO1,ARIZED FIELDS Rk
» T TL )l x1

= (8)
i) Ty Ty || xs

The §yslem described by equation (8) can be orthogonalized by performing
a unitary transformation on T

Q*TQ =T, 9)

where, as in the previous section, the operation is completely defined in
term.s of the eigenvalues and eigenvectors of 7. Thus, equatior: (9 can be
rewritten as
el A o
[T1[e1es] = {10)
f_’i* 0 Ao

f»’herf: A1and A, are the eigenvalues of 7, and ¢, and ¢q are the correspond-
Ing eigenvectors. Finally, evaluation of the terms in equation (10} results
in the orthogonalized form of cquation (8):

B o 1 o e

Y1 _\_/E —\*/:2 Tu T*;_. \7_2 ;/2 [xl

L ! i 1 L
Y V2 ) Tz T _\E :/3 Xo
[ Th1 — | T4y 0 X

0 T4 T

where ¢ is the argument of 77,.

X
2 E,

k2 Ct// o

Figure 2. Types of Depolarizarion Characterized b 'y Symmetric
Transmission Matrix
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The premultiplying and postmultiplying operators in equation (11) ;ap
be identified with a network that consists of §1mple lqssless sum and di t
ference hybrids with a phase shift of radi.ans_msertﬂ_i in one (')f_thc l()uttll?u
arms, as depicted in Figure 3. Also shownn F1gure "5 isan addlthtlii p d}ie
shifter of 3 radians. Although this phase Shlf‘tE?l' is not esscntia 'to thti
operation in equation (1), its significance will become clear n the

following discussion.

PHASE SHIFTER

||

TRANSMISSION MEDIA
(INCLUDING ANTENNAS)

Figure 3. Generalized Form of Orthogonalized Dual-Polarized
Transmission Network

Figure 2 has summarized the types of d_cpolarization which are cl?ar;(l:—
terized by a symmetric transmission matrix. It should be noted thdth' ‘E
symmetric matrix generally encompasses t.he case of two wz-iv;:s' W lice-
originate as two orthogonal linearly pola'rlz.ed fields, b}lt wgici ar? o
polarized to yield two nonorthogonal e_!llptlcally polarized fie ds:lo ©
opposite polarization sense. It is desnrablc_ to bfroaden the ¢ asst to i
depolarization which can be compensated b){ mclu_dmg the counte}r]par °
the aforementioned case, namely, the case 1n which the twolortll ogor:l
linearly polarized fields are depolarized jm yield nonorthogonal el 19t1<.a 0);‘
polarized fields of the same polarization sense. The repres.entatmn o
equation (l1) provides compensation for only that special case !
which the major axes of elliptically polarized fields of the same sense ar
pe{lljtf:c;’%:ll:trrix for the coupling between a pair of nonorthogonal ellip-
tically polarized waves of the same sense has the general form
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A e B e #
(r] = : (12)

B et A et
If the first column of [7] is multiplied by e?** and e* is factored out,

A B e—iyta

[T] = ek . (13)
B gilvte A

Equation (13) is in the desired Hermitian form and can be diagonalized
by using the operation of equation (11). The significance of the 8 radian
phase shifter in Figure 3 is now clear. The value of 3 is set equal to 2a
radians to “force™ the coupling matrix for elliptically polarized waves of
the same sense into Hermitian form so that orthogonalization according
to equation (I1) can be effected.

General orthogonalizing network

The circuit shown in Figure 3 represents the generalized form of the
orthogonalizing network, Clearly the network in Figure 1 is a special case
of the network in Figure 3, for which 3 = ¢ = 0.

For convenience, the types of depolarization which can be compensated,
together with the associated transmission matrix and circuit parameters,
are tabulated in Figure 4, which includes a broad range of depolarization. *

It is possible to achieve complete orthogonalization of the transmission
system if two requirements are met. First, the fields must be made sym-
metric with respect to the reference axes. This can be accomplished by
rotating the axes. Second, the depolarized fields must have the same axial
ratio. If they do not, incomplete orthogonalization results in a residual
level of interference. For example, if the depolarized waves of Figure 4b
or 4c have axial ratios of 29 and 30 dB, respectively, the system can be
partially orthogonalized to yield a wanted-to-unwanted signal ratio of
approximately 55 dB. Of course, if the axial ratios are equal, the wanted-
to-unwanted signal ratio will be infinite.

* The origin of the depolarization in a practical system is a complex subject
beyond the scope of this paper. Cases listed in Figure 4 can be assumed to be
representative of typical practical systems.
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TYPE OF DEPOLARIZATION TRAMNSMISSION MATRIX CIRCUIT PARAMETERS
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Figurce 4. Types of Depolarization Which Can Be Orthogonalized with the
Nemwork of Figure 3

Poicer conservalion

If the generalized matrix formulation of the dual-pQIarizcd translnnsm'm;
system [equation (1)] is written so that antenna gain and path loss a;
normalized, then the transfer efficiency ® of the network can bf: evaluatc,‘.
For example, if the transmission system conserves power, 1.¢.. if the power
at the sending end cquals the power at the receving Cf'ld, then the no'r-
malized transmission matrix must be unitary. 1t can easily be shown that
this will be true if and only if the depolarized fields are orthogonal. In the

* It is assumed that the transmission medium s lossless.
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more general case, the transmission matrix will not be unitary, and a more
complete representation of the network must be defined to determine the
efficiency of transmission and the distribution of power in the system,

A dual-polarized radio transmission system is actually a 4-port net-
work; hence, its complete characterization requires a 4 X 4 matrix repre-
sentation, A complete representation can be achieved by using scattering
matrix format:

bl_ ’> r I: - ] F(h
by } ay
= (14)
by | usy
A N
bl L 5 J | ey

where a, and b, represent the waves incident on and emerging from the
nth port, respectively. The partitioned T matrix is identical {except for
normalization) to the T matrix in equation (1). The I' matrices represent
reflection and/or cross-coupling at the sending or receiving ports.

It has been postulated that antenna gain and path loss have been fac-
tored out of the transmission equations, and, further, that the transmission
medium is [ossless. Consequently, the scattering matrix in equation {14)
must be unitary and this property can be used to evaluate unknown coeffi-
cients. Then the transmission efliciency of the system can be determined.

This operation will be performed for the example outlined in the next
section.

Example

To iltustrate the foregoing concepts, the case of Figure 4a will be exam-
ined in some detail. This is a case of considerable practical importance. It
is clear that transmission and cross-coupling in this system are proportional
to cos & and sin 4, respectively. Consequently, the procedure outlined in the
previous section is used and the scattering matrix of the system is con-
structed as follows:

b ¢ | acosd a sin 7]
¢ b asin @ acosé
S]=1{ - e el e e . (15)
acosé asin 8 b ¢
asin 6 acos f c b
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The coefficients a, b, and ¢ are determined by invoking the unitary property
in equation (15) and solving the resulting set of equations. Hence,

Isin 26 \/si—n%? . ]
| = —J L cosé sin @
N= N7

—j \/sinzza j \/sin2265 sin cos 8
LS S . (16)

X Vit [sin 26 - b Jsin28 . [sin24
cos f sin ¢ Jjif —J

2 2
n in

» 2
sin ¢ cos § E—J\fs 226 \/S 5

The network appropriate for orthogonalizing the system described‘by
equation (16) is shown in Figure 1 {or Figure 3 with ¢ = 3 = 0).-]§quat1on
(7) is the resulting system equation. If it is assumed that # is positive, sub-
stitution from equation (16) into equation (7) yields

cos # — sin ¢
= T Xy = xitan (45° — 6) (17a)
DTV sin2e ]

cos @ -} sin @ . (17b)

- %, =
e \/léi—sian)2

The differential channel gain given by tan (45° — 6) is identical to a result
reported elsewhere[2},[3]. However,in thiscase, itisclearly n‘ot_ aconsequence
of dissipation. It is interesting to note that all of the loss isincurred in one
channel. If 8 is negative, equations (17a) and (17b) simply interchange.
It can easily be seen that the implicit differential gain in equation (17)
is a consequence of reflection at the x, port. The magnitude of the reflected

field at that port is

T2sin26
= 42T X, . (18)
ITf 1 \/1 T sin28 "

Finally, to prove that power is conserved, equations (17) and (18) are used
1o obtain
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1 1 1
PUUT=i|y1\2+§1y2|2+§lrx1‘2

_M(losin2ey (220N
T 21\ + sin2e) 'V Tixat+ 1 + sin 26 x4
1 . .
=21+ 5 x (19)

which is, of course, equal to the power input to the system.,

Conelusion

A broad class of polarization couplings in a dual-polarized transmission
system can be represented by either a symmetric or Hermitian transmission
matrix, It has been shown that a system so characterized can be perfectly
orthogonalized by an orthogonal equivalence transformation and, further,
that such a transformation can be effected by adding simple lossless net-
works at the sending and receiving ends of the transmission system. Of
course, the orthogonalizing process completely eliminates polarization
coupling and its degrading effects on transmission quality.

The orthogonalization process is summarized as follows. The transmis-
sion system is represented by a transmission matrix, and the eigenvectors
of that matrix are formed. These eigenvectors correspond to a pair of
characteristic polarizations which (for symmetric and Hermitian systems)
are orthogonal. The compensating networks simply adjust the transmission
polarizations so that they correspond precisely to the characteristic
polarizations of the system. Since the characteristic polarizations are
orthogonal, it follows that the system is orthogonalized.

Of particular interest is the fact that, except for the type of polarization
shown in Figure 4e, the orthogonalizing networks are completely inde-
pendent of the implicit polarization coupling in the transmission matrix if
the class of transmission matrix (i.e., symmetric or Hermitian) is known.
Further, these networks, comprising sum and difference hybrids, are loss-
less. For the depolarization shown in Figure 4e, the orthogonalizing net-
works remain independent of the magnitude of the polarization coupling,
but each requires a phase shifter, y, that is dependent on the transmission
matrix. If ¢ is time variant, dynamic control of the phase shifters is
required.

In the general case, the depolarization in the system results in nonor-
thogonal fields. It has been shown that the orthogonalization of such a
system necessitates loss. While this is not surprising, it should be noted that
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this loss need not be dissipative. As in the example cited in this paper, the
orthogonalizing loss may be reflective. This may be advantageous for
many applications, e.g., a low-noise recciving system, In fact, because the
orthogonalizing networks are lossless, any orthogonalizing loss incurred
as a result of the processes outlined in this paper will be nondissipative.
Further, based on transmission efliciency caleulations which assume equal
power input to cach orthogonal transmitting port, it is postulated that
these processes result in minimum orthogonalization loss,
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A 6-GH:z broadband varactor
up-converter

R. L. Sicorte

Abstraet

This paper provides design and performance data for an upper-sideband
up-converter which is useful in satellitc communications carth terminals. This
up-converter not only has the high output level ( > 30 mW) typical of varactor
up-converters, but also has a wide bandwidth (500 MHz) at all three ports, a
characteristic previously associated only with low-level mixer-type up-converters.
The design has been achieved by using a heavily overdriven varactor in a low-
inductance mount and matching into a contiguous band diplexer.

Iniroduaciion

High-level up-converters with broadband signal, pump, and upper-
sideband (USB) ports simplify the design of earth terminals for satellite
communications. The broad instantaneous bandwidth of the pump-
USB ports provides a system flexibility which makes it possible to up-
convert wideband signals to a number of up-link channels by selecting a
suitable local oscillator (pump; frequency. The high-level output reduces
the gain required of the transmit power amplifier.

Current earth terminals use broadband up-converters which employ
varistor devices such as point-contact or Schottky-Barrier diodes as the
nonlinear element, usually in a 4-diode bridge circuit. Usable output
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power levels are typically limited to 1 mW; hence, a 2-stage-trave1ing wave
tube amplifier is necessary to attain the required tran:"?m!t power level.
The use of high-power up-converters is desirable to ehmmate'the com-
plexity of a high-gain amplifier carrying information. The required high-
power pump can be provided by solid-state amplifiers operated at satura-
tion for maximum efficiency. Although varactor up-converters® have
been employed for high-level operation [1}, their use results in some
sacrifice in bandwidth [2] because the varactor is a nonlinear capacitor
which, when pumped, has an average capacitance which must be tuned.
Typical bandwidths have been 1 percent. . ‘

This paper deals with a new varactor up-converter de§1gn for w1debgnd,
high-level operation. It introduces a new varactor circuit design tfechmque
based on broadband matching of a pumped, mounted varactor diode to a
diplexer filter network. This technique is applied to the 'de-sign and reali-
zation of an up-converter having the following characteristics:

signal center frequency: 855 MHz
signal bandwidth: 100 MHz at —1 dB
pump frequency: 5.07-5.57 GHz
USB frequency: 5.925-6.425 GHz
minimum at -1 dB
power output: 30 mW
signal power: 10 mW
pump power: 400 mW minimum.

Design considerations

Stability

The primary design criterion for varactor circuits is stability. Tw.o
major types of instability, parametric and “‘jump,” may occur. Parametrlc
instability is characterized by RF oscillation, usually occurring at fre-
guencies below one of the driving {i.e., signal or pump) frequencics. Th.ese
oscillations modulate the input and output signals and appear as multiple
sidebands on a spectrum analyzer. They are initiated by tuned idlers,
which cause a negative resistance to appear at the difference frequfancy
between an idler and the driving frequency, as in a parametric amplifier.

*+ The conventional distinction between varistor and varactor up-convcrterls
is that varistor circuits have broader bandwidths and operate at a low level,
while varactor circuits have narrower bandwidths and operate at a high level.
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When the negative resistance is equal to or greater than the terminating
resistance at that frequency, oscillations occur. The circuit conditions
for oscillation have been calculated by Parker and Grayzel [3] for a fre-
quency doubler. Parametric instabilities are avoided by eliminating un-
desirable idlers and resistively terminating the diode at frequencies where
oscillations may occur. This is accomplished practically by designing very
simple, compact circuitry around the diode to eliminate idler formation
and by resistively loading any idlers that occur.

Jump instability is characterized by a low-frequency relaxation oscil-
lation in resistively biased varactor circuits or an abrupt turn-off or turn-on
of power in fixed bias circuits. According to the literature [4], this phe-
nomenon is peculiar to circuits containing nonlinear reactances. It be-
comes less severe and eventually disappears when the loaded Q of the
nonlinear circuit is lowered sufficiently.

Bandwidth

There are four basic design requirements for broadband up-converters:

. all tuning elements must be located close to the diode,
. the diode impedance must have a low loaded (@,
a low-inductance mount must be chosen, and
. terminations must be controlled at harmonic frequencics.

e o op

These requirements also contribute to the stability of the design.

Figure 1 is a simplified block diagram of the up-converter. The circuit,
which consists of a pump-USB diplexer and a signal arm comprising a
low-pass filter, quarter-wave transformer, and signal tuning clement,
provides for diode tuning at signal, pump, and USB bands.

Conning [5] has analyzed the operation of high-level varactor up-con-
verters for an arbitrary drive leve), M, and capacitance law, v. The nor-
malized impedance and power, plotted in Figures 2, 3, and 4 vs drive
level, M, for abrupt junctien (y = 1/2) and punch-through {y = 0} varac-
tors, are, respectively,

SlTlL'IX
Zlay) = (Ky — jKyx) "~ {1
V2
Plan) = Kpva 54‘ 2
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1
where y =
L=
v = capacitance law of the diode, defined in Reference 5
o L
e Cmin
C..;. = minimum capacitance swept out by the RF voltage across

the varactor
Vi = breakdown voltage
K, = coefficient of the real part of the impedance
Ky = coefficient of the imaginary part of the impedance
K, = power coefficient
M = drive level parameter, defined in Reference 5.

The average clastance,
So = K){Sma:\: (3)

is a useful design parameter. The loaded @ of the pumped varactor is

Kx

= 4
QL—KH (4)

Figure 5 is a plot of Oz, vs M. To achieve a low loaded @, it is desirable to
operate at drive levels, M > 2. It should be noted that drive level is often
associated with power level. This is indeed the case when M is defined
as [5]

Guin ©)

Gmax

M=1

where guax i8 the charge at the breakdown voltage and guin the peak for-
ward driven charge, which is negative for the overdriven varactor.

A more general definition of M is obtained when gu.. is defined as the
peak reverse driven charge:

Grax = Cmiank (6)

where |V, <|Vs| and Cuin are the peak negative voltage and associated
minimum capacitance, rtespectively. The composite charge wavefonjm
comprises the charge flowing through the diode at the three frequencies
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Figure 5. Loaded Q vs Drive Level Parameter

of interest. The peak-to-peak charge excursion is dependent upon the power
levels at these three frequencies. The ratio of the peak-to-peak charge
determines the drive level, however. If g,. is fixed as the charge at the
breakdown voltage, then the ratio guin/gu.. becomes power dependent.
The definition in equation (6) assigns an arbitrary value to g.... 50 that the
Tatio ¢min/gmax can change independent of power level, Hence, this defi-
nition disassociates drive level from power level and allows the selection
of drive level on the basis of other considerations such as loaded Q.
There is a maximum practical drive level, M, for efficient operation. As
the value of M increases, the diode’s forward drive level also increases and
the diode tends to become more inefficient because of losses resulting
from carrier recombination under high forward injection levels. The
amount of forward drive consistent with efficient operation depends upon
the type of varactor used. For example, the exceptional forward charge
storage capabilities of silicon punch-through varactors permit very high
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forward drive levels. On the other hand, gallium arsenide varactors have
poor forward charge storage capability at 6 GHz and would have poor
cfficiency at high forward drive levels. Hence, a silicon punch-through
varactor having Cui,, = 1 pFand a drive level, M = 2.5, have been chosen
for this application. The drive level choice is arbitrary: it yields a value of
0, =~ 1, and an average capacitance, C, = 5 pF.

The inductance of the diode package is important because it determines
the reactance stope of the tuned circuit formed with the diode average
capacitance. The reactance slope must match the negative reactance
slope of the diplexer.

Figure 6 is an assembly drawing of the up-converter. The unit is fabri-
cated in 7-mm coaxial transmission line with the exception of the 3.5-mm
scetion enclosing the diode.

+ SIGNALPORT
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TRANSFORMER~_ | BIAS ADJ
NN
SRS
SIGNAL ARM R
LOW—PASS § N VARACTOR
FILTER \- DIODE
v DIPLEXER
IMPEDANCE ‘ JUNCTION UsB
INVERTER . PORT
PUMP |
PORT ] HARMONIC TERMINATION

RESISTORS

PUMP—{RM SIGNAL us8s ARM
BANDPASS TUNING BANDPASS
FILTER INDUCTANCE FILTER

Figure 6. Upper-Sidebund Up-converter Circuit

The equivalent circuit of a packaged varactor mounted in series with a
coaxial line [6] is shown in Figurc 7a. Parameters Ca, Lg, and Cp are
internal package parameters and depend solely on package design. The
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inductance, L,, is external to the package and depends en the mounting
The diode junction impedance is a function of diode parameters C, d‘[‘l(j
¥ and the drive level, M. For a standard micropill diode package 11{(;1:;11ted :
in series with a 3.5-mm coaxial line, the equivalent circuit in Figure 7b
provides a good appreximation across the pump-USB band.

DIODE
JUNCTION

INTERNAL PACKAGE

Figure 7a. Packaged, Mounied Diode Equivalent Circuit

L=ia+L4=02nH
o Y

c I

Figure 7b. Simplified Equivalent Circuit

DIODE
JUNCTION

r~———7
L1

The reactance slope for a lumped series L-C circuit at the resonant
[requeney, £, is
dy
if = 4xlL (7)

| S =
or 2.5 "'GHz for the packaged device. The reactunce stope is modified

by a(‘ljusj[ing t.hc inductance, L,, which is a function of the diameter of the
ceaxial fine [6]. The resonant frequency of the packaged device (4.7 GHy)
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is raised to the pump-USB diplexer mean frequency (f; = 5.7 GHz)
without affecting the reactance slope by adding external series capacitance.
The external capacitance is obtained from the stopband reactance of the
signal low-pass filter,

The design of a contiguous band diplexer derived from singly termi-
nated prototype filters is described in Section 16.04 of Reference 7. For
the design employed here, parallel-connected bandpass filters are coupled
to the diode through an impedance inverter {7]. The computed, normalized,
driving-point impedance for the lumped element equivalent circuit of the
diplexer is shown in Figure 8. In the passband, the real part of the impe-
dance has a Chebychev equiripple response, while the imaginary part has
a negative frequency slope and passes through zero at band center. The
positive reactance slope, formed principally by the lead inductance and
average capacitance of the pumped diode, is used to cancel the negative
sloping response of the diplexer and to effectively tune the diode across
the pump-USB band.

The real part of the diplexer impedance is adjusted by choosing appro-
priate characteristic impedances for the filters and impedance inverter to
match the average real part of the diode impedance across the pump-USB
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Figure 8. Computed Normalized Driving Point Impedance
Jor Lumped Equivalent Diplexer
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band. It‘is a function of the relative power levels at the pump and signal
frequencies. The impedances given by equation (1) are based on the choice
of power level ra}tios which are equal to the frequency ratio to obtain
th1mum conversion efficiency. For good transmission linearity, however
it is desirable to increase the pump-to-signal power ratio, hence Zlecreasing!;
the re.al part of the pump mpedance while increasing the real part of the
USB impedance [5]. This tends to offset the differences in the real part of
the pump and USB impedances determined by equation (1}

Pesign realization

F1gure.9 is a photograph of the up-converter. It is constructed in 7-mm
coaxial line using the split-block technique. The circuit is complete as
shown and was designed to match from and into 50Q. Extensive modelin
and computer-aided microwave circuit analysis (GCP-CSC) [8] arc%

Figure 9. Up-converter Circuit
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required to arrive at a configuration which is physically realizable and
electrically functional before the initial design can be made.

The low-pass filter, which is based on a 0.1-dB Chebychev prototype,
is a S-section stepped impedance design having a cutofl’ frequency of 1.2
GHz and a characteristic impedance of 32Q. Signal tuning is accomplished
by selecting the appropriate impedance of the short-circuited line ({sce
Figure 6), which is one-quarter wavclength at 5.7 GHz. The 10K shunt
resistors* halfway along the line are chosen to be transparent in the
passbands of interest. In addition, they have sufficiently low impe-
dance at 10-12 GHz to provide a uniform high impedance to the diplexer
junction, which is one-quarter wavelength from the resistors at 11.4 GHz,
across the second harmonic band of the pump frequency.

The pump-USB diplexer fitters use capacitive coupled resonators, each
approximately one-half wavelength long at the filter center frequency. The
frequency responses of these resonators are made aperiedic by inserting a
high-impedance section at mid-length. Hence, the sccond passband of each
filter is raised to a [requency above that of the pump-USB sccond harmonic
band. The characteristic impedance of the pump and USB filters is 35¢.
The design of aperiodic resonator filters having predictable second pass-
bands is described in Appendix A.

The diplexer is connected to the diode through a 14.5¢ transmission
line one-quarter wavelength long at 5.7 GHz, which scrves as an impedance
inverter. (The actual line is shorter, since it is partly absorbed in the diplexer
junction,) The junction design is critical since it influences the adjacent
capacitive couplings as well as the impedance inverter. The design details
are given in Appendix B,

The computed driving point impedance for the distributed element
diplexer, shown in Figure 10, compares well with the measured valuc.
The presence of distributed elements, primarily the diode-diplexer inverter,
affects the shape of the reactance curve. A comparison of Figures 8 and 10
indicates that the reactance slope is smaller and more nonlinear with
frequency for the distributed clement design. The packaged diode reactance
slope closely matches that shown in Figure t0.

+ British Radio Enginecrs type RKL-2.
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Measured periormance

Frequeney response

_The purr?p-USB frequency response at various signal levels is shown i
Figure 11 for a constant signal frequency of 855 MHZ amd a const: t‘“’” .
power of 500 mW. This mcasurement is obtained by driving t Cupcon
verter with a constant-level, swept-frequency pump source ancd
frequency, variable-level signal source. The measured g

he up-con-
d constant-
din 15 4.8 (B

FUO
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minimum and 5.35 dB maximum across the operating USB band of
5.925-6.425 GHz at a signa] level of 10 mW. . - ‘ .
The signal-USB frequency response at various signal levels is shlow:; mf
Figure 12 for a constant pump frequency of'5.4 GHz and a puriqp eved ?t
500 mW. Although the design signal bandwidth was 100 MHz centered a
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Figure 12. Signal-Upper-Sideband Frequency Response
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855 MHz, the measured bandwidth was 500 MHz at —1 dB centered at
750 MHz. The Jarge signal bandwidth is attributable to both the low
loaded Q of the diode at the signal frequency and the broadband matching
at the USB. The maximum gain slope is 0.017 dB/MHz at an input level
of 10 mW.

Amplitude transfer eharacteristic

The static amplitude transfer characteristic for a pump frequency of
5.425 GHz and a signal frequency of 855 MHz is shown in Figure 13. It
is typical of those measured in the operating band. The transfer character-
istics indicate the amplifying properties of the upper sideband up-converter,
Linearity at a particular signal level can be improved by raising the pump
power.

AM/PM conversion

AM/PM conversion measurements are plotted in Figure 14 vs pump
power at five pump frequencies for a signal level of 410 dBm. The mea-
surements are made by using a small signal technique described by
Laico [9]; i.e., two signals, separated by Af and having a power ratio of
20 dB, are fed into the signal port of the up-converter. The resulting
output spectrum contains the large signal (carrier) and two or more
sidebands also separated by Af. The amplitude ratio of each sideband to
the carrier contains AM/PM conversion as well as amplitude compression
information. It can be seen that the AM/PM conversion decreases with
increasing pump level.

Intermodulation disiortion

The 3rd-order intermodulation (IM) product amplitude relative to the
carrier is plotted in Figure 15 vs signal level for a pump at 5.36 GHz and
470 mW. The carrier/intermodulation (C/1) level in normal operation at
a signal level of +10 dBm is —9 dB. Since present earth terminal design
employs one carrier per up-converter, IM distortion is of little concern.
For multicarrier operation, however, the signal-to-pump power ratio
must be set to achieve the desired IM distortion level,

Conclusions

The feasibility of realizing a varactor up-converter covering the pump
band from 5.07-5.57 GHz and the output band from 5.925-6.425 GHz
has been established. A broad instantaneous bandwidth at all three ports
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is achieved by operating the varactor at high drive le_:\fels for low loa:ded
0 in a low-inductance mount and matching the pogmve rca.ctanc% 8 ops
of the mounted diode with the negative slope of a contiguous ban
diplexer. . _ . o

Measured results confirm the validity of the demgr_l t_cchmquc and. fil-b_(?
describe the cffect of operating levels on the transmission characteristics
of the up-converter.
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Appendix A. Design of capacitive-gap=-coupled
transmission line jiiliers with aperiodic
resonalors

The proposed filter is a modification of the capacitive-gap-coupled trans-
mission line filter described in Section 8.05 of Reference Al. Specifically, the
basic half-wave resonator is modified, as shown in Figure A-1, to shift the
filter’s second passband upward in frequency so that it occurs above the second
harmonic of signals in the primary passband.

DU R NS
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a. Pictorial for Coaxial Line

25 Zo

b. Pictorial for Stripline or Microstrip

Figure A-1. Aperiodic Resonator



400 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2, FALL 1973

The resonator is symmetrical about its midpoint, Hence, half of the resonator,
with a short circuit at its midpoint, is used for analysis at the fundamental
resonance, The inpul susceptance is given by

g | —Z +Zutnla/l) tanb AT
= Z Zytan{w/2) - Ziianb N

and the fundamental resonance occurs when

Z, il U A2)
z, B\ W

where 8 is less than 772 and 28 + « is less than = The second resonance, ob-
tained by assuming that half of the resonator is open circuited, occurs when

Zs tan M8 (A3)
V4T N ’tan M (a/2)
In equation (A%), the design parameter, M, from which 8, «/2, and Z./Z, are
derived, must be greater than or equal 10 2. A relationship between o and 0 can
be found for a particular M by combining equations (A2} and {A3). The resulting
transcendental equation is readily solved on a programmable desk calculator
using iteration techniques.

Another resonator parameter important to filter design is the slope parameter.
The resonator susceplance slope parameier® is obtained by taking iwice the
derivative of the input susceptance of the shorted half-resonator given in eqgua-

tion (Al):
bl
' T2 o ‘wu

|_(a/2) R + 8 [Resio’ (/) + cos{a/2)] (Ad)
T Z,  [Rsin{a/2) cosd + sin @ cos («/2)]

where R = Zu/Z..

 The resonant frequency and slope parameter for this type of resonator are

dependent Lo a small degree on the load impedance. That dependence is neglected
here. Although this results in a less accurate approximation of the center fre-
quency and ripple characteristics, this loss of accuracy was not considercd
critical to the application of interest here.
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The design cquations from Figure 8.05-1 of Refere

' nce Al ¢
written as follows: ! ean now be re-

Lo fubsy,
Y, VNage! (A3)
Jiir b 1
LA ,
Y Yol Vi ol (ad)
-7]3\,».;\,' +1 _ \/-’.i’)/ya o
Y, Enlln 41 W1 (A7)

wherce b

slope parameter from equation (Ad)

Y, characteristic admittance of the filter
w = fractional bandwidth.
Also,

B)-i‘! _“\Jf‘.i«'rl/yo

Yo U .gv (A8)

Each #; and 8; . ; adjacent to the coupling B; ; . ,/¥, must be shortenad by

1 ZB)\:‘ + 1
Af; = —ililan 14}/——] . [AD)

o

The following is a design example for the pump frequency bandpass filter

The design is based on a singly i
. E singly terminated Chebyche ’ i
the following characteristics: yeney protowpe flter having

N=3
Z, = 34.50
. = 5.33 GHz
bandwidth = 0,700 GHz
Liw =0.5dB
M =286

i\;haszbcen dclcrmir?cd from cquations {A2) and (A3) that § = 65°, @ = 20°
! :[ 608, .andl £,/ 7y = 0.378 are the required resonator parameters, yicldin;,:
‘cen. er sectlgn impedance, Z; ~ 91.230. The computed impedance of the filter
;L.rrrmldll;(;\glh 4 34.58 load is shown in Figure A-2. The sceond passband be
ins al 12. Hz, which is 12.8/4.8 = 2.66 times the frequency of : inning
of the fundamentat passband, edueney ol the beataning
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Appendix B. Diplexer junction design

14.00

Figure B-1 is a sketch of the diplexer junction with the signal return section
removed. The electrical equivalent circuit is shown in Figure B-2,
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Figure B-1. Diplexer Junction

9.00
Terminated with a 34.5¢ Load

Figure A-2. Computed Impedance of a Chebychev Filter
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w g & ® % 8% 2 2 3 § The parasitic terms I.; and C; arise from the rod coupling to the junction disk
§ 3 6 & o © ©o e = @
L -0L x 13y

and the disk capacitance, respectively. The negative capacitances C,, and C,,



3 NUMBER 2, FALL 1973

410 COMSAT TECHNICAL REVIEW VOLUME

i j ion is ‘hoosing a
are required to form the filter inverters. The junction is for(ril::d by ¢
disk diameter to achieve an inductance f.s and a capacitance C;:

C; = Ci — Cie = Cuy (B1)

i issi i ith charac-
The junction can be described as a semilumped transmission line with
teristic impedance Z, and phase length @,

where B
{
L (B2)
Z, = C,
and
R ;
6 — sin-t [wo v LCil (B3)

sen L 1 23 < a tlle dl ‘dlp exer mnve ter
[he k neter 1 Q 0 yig d qu l | 14]

dl& d a T 18 Ch . 0([(. | z T
Lhal acteristic llllptdallce. I ]le [LIIgth Of [he mnverter transmission llllL, d), iS5

ined in cquati ; 90°.
slculated by subtracting the value of 6 obtained in cquation {B3) from
ci
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The use of Chebycher polynomials
for satellite ephemerides

A. J. Corio

Abstraet

This article describes the use of Chebychev polynomials 1o represent satellite
ephemerides. This technique requires only half’ of the computer running time
needed to perform a 5-minute tabulation of six position and velocity coordinates.
A 1-day ephemeris is stored on disk as 150 numbers, which is one-tenth of jts
former size. The maximum errors in interpolated position and velocity for syn-
chronous orbit are less than 1 m and 10-4 m/s, respectively, Both the required
equations and a sample application to an INTELSAT 1v satellite are included.

Introduction

For routine maintenance of the global communications satellite system,
large quantities of technical information must be predicted by computer
programs which require a time history of a satellite’s position. To obtain
the satellite’s coordinates at any time, all significant forces acting on the
satellite are used to perform a time-consyming numerical integration of
its orbit from some earlier epoch. Because many different computer runs
often require the same satellite position history, repeated integration of
the same orbit is required. Therefore, satellite ephemerides are created
by numerically integrating each satellite’s orbit once, and then storing the
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An earlier version of the satellite ephemeris files contained the six
inertial Cartesian components of position and velocity tabulated at
5-minute intervals. They spanned a period of 20 days and occupied 50
tracks of disk storage per satellite. The search for a new, more compact
ephemeris technique was motivated by this large storage requirement.

Several techniques using longer tabulation intervals were developed and
evaluated. Any candidate technigue was required to produce exact values
of position and velocity at equally spaced tabulation points. 1f desired,
these exact position and velocity components at some known time (a
particular tabulation point) could be used to initiate numerical integration
of the orbit with no initial error,

A development in Chebychev polynomials has proven to be most ef-
fective. This technique uses 25 equally spaced data points to obtain coef-
ficients for a 24th-order Chebychev polynomial expansion. Each of the
six position and velocity components is expanded separately. In addition
to producing exact values at tabulation points, this method achieves
greater accuracy at intermediate points. It also reduces computer running
time and required computer disk storage.

The remaining sections of this article describe the highlights of this
ephemeris technique. The next section contains a brief description of the
mathematics involved. The following section discusses the use of the re-
quired computer programs. Operational advantages and performance
characteristics are discussed in the conclusion.

Equations

Chebychev polynomials have certain properties which make them
especially useful for polynomial representation of tabular data. These
properties are discussed in Reference 1. Only the pertinent relationships
will be included here.

The first two Chebychev polynomials are defined as follows:

To(x) = 1 ()
Ti(x) = x . (2)
Higher ordered polynomials are obtained from the 3-term recurrence

relationship

Te(x) = 26T 4(x) — Tica(X) . (3)
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‘ A functiox.l oflx, J(x), with values of x;, i = 1, &, can be expressed as a
linear combination of Chebychev polynomials. The values of x must be
scaled so that they are between —1 and +1, however. Then

() = i BT, . m<n—1 (@

where the &’s are the constant coefiicients of the Chebychev polynomials
The values of these coefficients can be computed by minimizing the sum

of the squares of the errors (least squares). The least squares criterion
produces the normal equations

n

j;) b; ; To(xi) Tyx) = Z} SO Tlxy) (5)
There are m 4- 1 of these equations over the index k.

. The polynomial products in equation (5) are obtained from the follow-
ing relationship:

00 Tu(x) = Tialx) + Ty, j>k . {6)
The matrix form of equation (5) is solved by using Cholesky’s square
root method for symmetric factorization. This technique, described in
Refere'nce 2, basically consists of matrix manipulation to restructure the
coefficient matrix to upper triangular form. The solution minimizes the
sum of the squares of the differences between the known functional values
anFl the polynomial values at the tabular points. If the numbers of coef-
ficients and tabular points are equal, the polynomial produces the exact
functional values at these points. Because of the need to obtain exact
coordinate values at sample points, the exact fit is chosen.

F_or the particular case of an exact fit, there is no difference between an
ordinary polynomial and an expansion in Chebychev polynomials. This
can be verified by inspecting equations (1) through (4). The expansion
p(x), is the sum of polynomials of increasing order. If the order of thc;
highest ordered Chebychev polynomial equals the order of the ordinary
pqunomial, then the coeflicients of the ordinary polynomial can be ob-
tained by combining the coefficients of equal powers of x in the Chebychev
polynomials of equation (4). Since only one ordinary polynomial can
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represent the sample points exactly, both must be algebraically equivalent.

The use of equally spaced sample points causes large variations in the
interpolation error; these errors arce small near the center and large near
the end points of the interval. Better tabular data spacing would be
achieved by using the zeros of the m -+ Ist Chebychev polynomial, as
discussed on p. 253 of Reference 1. This spacing would produce approxi-
mately cqual interpolation errors in all portions of the interval. The zeros,
however, are not equally spaced, but arc sparse near the interval center
and crowded at the ends. Their values arc calculated from the arc cosine

definition of the Chebychev polynomials:
Tu(x) = cos (k arc cos x} . (M

For example, let the highest ordered Chebychev polynomial be T, Then
the zeros of Ty are

= LR i 1, 25 8
xp=coshi=— 5 )55 i=1, 25 . 8

Implementation

Coeflicients of the Chebychev polynomials arc computed from Car-
tesian position and velocity components obtained by numerically inte-
grating the orbit. This integration is performed in earth-centered inertial
Cartesian coordinates with the x-p plane in the earth’s equator, the x axis
along the first line of Aries, and the z axis positive north. The resulting

components are quite accurate since the integration of the equations of

motion includes all significant forces.

Encke’s method is used to formulate the equations of motion, which
are integrated by using a 4th-order Runge-Kutta algorithm. Universal
formulations are used to compute the coordinates of the conic reference
orbit to avoid the near singularities of geosynchronous arbits (inclination
and eccentricity near zero). Reference 3 describes the integration algorithm,
and Reference 4 describes Encke’s method and universal orbit formula-
tions.

Initially, the 24th-order Chebychev polynomial expansions were ob-
tained from 25 scts of position and velocity components spaced at hourly
intervals. Therefore, the expansions represented a 24-hour time period
with exact values obtainable at hourly intervals, However, the accuracy
of the interpolated values varied widely, as discussed in the preceding
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scc‘upn. This d.ivergencc was overcomc by restricting the use of the pol
n'omlal expansion to the central half of its total span. In actualit potg-
ume span was increased to 48 hours and the tabulation interval ty’t ;
hour-s, thereby retaining 25 data points. The polynomial ex anqionotllJVO
obta'med were valid only during the central 24-hour perio[Z! ;Jvhes }‘115
maxlmunll Interpolation errors were uniformly small. , e
For tl_n_s paper, interpolation error is defined as the difference bet
the posmon or velocity components computed by the pol nomi"lJveen
pansion an‘d those obtained from numerical integration They ol nd f:Xl
expansion s an exact fit to a sufficient number of data bointspan(); o
sents thos.e points preciscly. There is no a priori reason why it should repre.
sent the intermediate values determined by numerical inte r'?’ TC_P}re'
exac?ness of- thc_ polynomial fit is attributable to the order 80;1:;’:- lhe
n'omllal, whlch ts considerably higher than nccessary to represer {’0})1/'
s;gmﬁcant-varlations in the position or velocity components (EpuivaI] t] ;
the sampling frequency is higher than the frequency ofn .an qsi ngnt o
forc‘:e.tem-l affecting the satellite.) Therefore, the sampled po%ntsg : LC'lcrl]t
SUﬂlCleT"ll‘ information to adequately represent the continuous beh'pr'ov1 ;
the p031lt|0n and velocity components. For synchronous orbits thrJWlor L?f
mum diffcrence between those positions determined by num’erichn?aXl-
gratlc?n and those obtained from the polynomial expansion i For
velocity the value is 10~ m/s. pasion is L m. For
This techniqutla, with minor changes, is also used for transfer orbits
Because _ofthe wide range of position and velocity magnitudes encouﬁi : tj
in the hlg].ﬂ){ eccentric transfer orbit, the interpolation error varies o
sglerab]y; 1L is much worse near perigee. To accommodate this dive CO“:
with the same basic programs and still preserve sufficient accuracy th rough.
out the orbit, the time intervals were changed. The length of l?m 'm*u B
sented by a set of polynomial cocfficients was reduced from oneLdT-Lpre-
tw_o hours. The data point separation was accordingly reduced tdy ltg
minutes. At apogec the resulting errors were considerably less th i
synchronous orbit, and at perigee they werc somewhat larger tham in
synchronous orbit, but still acceptable. Since a transfer orbit f%le is an‘ I'n
sary o‘nl.y during and shortly before a launch, the emphasis was ;: ?}CCCS'
optimizing synchronous orbit ephemerides, , placedon
fa{rlr}tl?lffnentatl(?_n of the C-he.bychev polynomial ephemeris files was
cilita cd by using three existing subroutines in IBM’s Scientific Sub
routine Package (S85P): DAPCH, DAPFS, and DCNPS. DAPCH on
structs the m?rmal equations for Chebychev polynomial c.‘oefﬁcients COI:J-
DAPFS obtains the solution. DCNPS is a very efficient subroutine v;fhai];h
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uses a backward iteration scheme to evaluate the polynomial for a given
argument. Even though it is not necessary to use a least squares formula-
tion to obtain the cocflicients of the Chebychev polynomials, the avail-
ability of existing programs warrants its use. The savings are realized in
the shortened ephemeris file reading time and decreased disk storage
space. The programs are described in Reference 5.

As an example, consider the inertial x coordinate Of INTELSAT IV F-4
stationed over the Pacific Ocean at 174° east longitude in near-geosyn-
chronous orbit. Table 1 contains the cocfficients of the Chebychev poly-
nomials used 1o obtain the inertial x coordinate from O hr GMT on March

TaBLE |. COEFFICIENTS OF CHERYCHEV POLYNOMIALS FOR
INERTIAL x COORDINATE (INTELSAT 1v F-4,
1200 GMT, MarcrH 16, 1973, 10 1200 GMT,
MARCH 18, 1973)

Order Coeflicient (m)
0 —0.52597054 X 107
1 0.34860881 x 107
2 —0.23955071 X 10°®
3 0.40126335 % 10°
4 —0.25838487 x 10°®
5 —0.62540717 X 107
6 0.23104196 X 10
7 0.26709765 X 107
8 —0.61496570 X 107
9 —0.49650572 X 108
10 0.85342817 X 10¢
11 0.52661226 % 10°
12 —0.75815334 X 10°%
13 —0.35568938 X 10t
14 0.17832437 X 104
15 —0.27794478 X 107
16 —0.20320295 X 10
17 —(.16829076 X 103
18 —(.11241256 X 10*
19 —0.10875161 X 103
20 «~(0.61717093 ¥ 1073
21 —0.40535123 X 10
22 —0.18527560 X 107
23 —0.84512777 X 10!
24 —0.41552232 X 103
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17

Seémlgr?;,at:; 01:& SM;.on Mar.ch 18, 1973, The surrounding 12-hour
R, ap o e fmI \rnglr‘e I since they contributed to the coefficients.
| ure - ‘ plot of the difference between the polynomial expansion’s
X coordinate and the integrator’s x coordinate. Note the conver :
absolute value of less than 1 m within the central 24-hour spaﬁenCe o
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Figure 1. Inertial x Coordinate (INTELSAT IV 1-4, 200 GMT
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Conclusion

Use of the new cphemeris files and operating programs has resulted in
substantial savings in disk storage and running time; the size of a satellite’s
20-day ephemeris file has been reduced from 50 tracks to 5 tracks, Several
similar runs for both ephemeris file systems indicate that running times
for the file writing and reading programs have been reduced by onc-third
and one-half, respectively.

In contrast to many almanac ephemerides, these tabulated coeflicients
do not require supplementary interpolation factors; they contain all of
the information necded for interpolation. The interpolation is carried out
with a maximum error which does not exceed | m in position or 1O * /s
in velocity for synchronous orbits.
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investigation of the potential benefits of 1P-APM for futurc communica-
tons satellite systems. It was found that the inherent speetral savings of
(P-APM could not be fully realized in a satellite using state-of-the-art
antennas because there was insulficient isolation between beams to permit
frequency reuse. Morcover, a severe power demand was imposed on the
satellite as a result of the high transponder linearity required by 1P-APM.

Recently, attention was focused on 2-pulsc APM (2P-APM). This
version of hybrid modulation relaxes the isolation requirements intended
to prevent cochannel interference; it also requires less total RF power
per channel and less transponder linearity than |P-APM. A program lor
implementing a 2P-APM modem is currently underway.

This paper describes a IP-APM system designed specifically for efficient
FDM/FDMA telephone transmission. Basic performance calculations
show that 2P-APM requires less power and less bandwidth per channel
than angle modulation systems. Use of 2P-APM instead of the present
FM/FDMA method in a typical satellite transponder would roughly
double its voice channel capacity. For example, a spol-beam transponder
with a usable bandwidth of 35 M Hz and a saturated e.dr.p. of 29.6 dBW
could provide 1,680 voice channels using earth stations with G,/ T = 407

dB;°K.
Pesecription of 2-pulse APM

Assume that the modulator shown in Figure 1 has an input s, and that

this signal is Gaussian with a standard deviation o,. Let s* = $/0..

v
puLSE | =
GEN
2] QUANTIZER { 5 b—=IF QUTPUT
Xj
PULSE po
GEN i
R IR o° ap°
TIMING 70-MHz
GENERATOR OSCILLATOR

Figure 1. Modulator

The input is sequentially sampled at a rate of R samples per second.
The sampled input signal is approximated by the nearest of seven possible
voltage levels (the coarse levels, s¢). A first IF pulse, having one of seven

HYBRI

possible amplitude-and
. . -and-phase combinati
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] "l b2 . e
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A second I;tudllsgrllal and the second approximatig), is dilf difference
pulse is formed b S , 15 also measyred.
The amplitude . ¥ combining a cosine and a sj
senting [zhe ﬂneolfct\l:lg cosine wave_has one of three possible v()‘litzj”‘ﬂl:ff e,
remainder. Thus, th S and the sinc wave is directly proportiof' Ib o
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Figure 2. Signal Mapping for FOMA
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| Nignal-to-noise ratio improvement
i s is as follows. Suppose that s = 1.4 o,. Then, .
illustrating this process

o = 1.4

A method for calculating the signal-to-noise (S5/N)

ratio improvement
for 1P-APM has been described previously [1]. This method can be gen-
s =1 eralized for #-pulse APM by assuming that the signal mapping function
sp = is the mapping of a line into a 2n-dimensional signal space. Let )
sp = 0.067 =1{XL, ¥1, X2 Vo, . .., X, V! be a vector in the signal space, and let x,, y,
x, = 05 e 3 represent the in-phase and quadrature components of the ith pulse, re-
From Figure 2, 1 = 0.46 i spectively. The average total energy received for a given baseband sample
s = 071 B 5 is therefore equal to the average of V.y = I (x4 pY, while the
Ja = 0385 . : average noise energy is 2ns,. Hence, the average carrier-to-noise (C/N)
- ratio is
Hence, the IF pulse waveforms are .
0.46 sin of 0 <t <I1/2R ¢ AEE
. . t+ . wl, e e 2
filly = 05 cos e : /2R <t < /R N dnof W
£u(d) = 0.71 cos wt + 0.385 sin of,
’ e i Fieure 3. The A the baseband S/ 0 is o2
. hown in simplified form in Flgl.}{e : "bove threshold, the l?:is:abdnd S,‘N ratlg 18 o./a,, where ¢ is the
The coherent demodulator 1s st through an automatic voltag _ variance of s, the distance along the mapping contour, Therefore, the
incoming 70-MHz 1¥ signal, Whlc; patsisefow l;m.ss filtered with matched ] S/ N improvement factor is
) . -d an -pas .
control amplifier, 1§ demodu:zf;pled ot rate 2R, and the detecteld 1eve;s ,
ter Outputs are ¢ p [ld Si nal 5 = Se¢ na_;
filters. kae fiil fo signals se, Sr, and sz Samples of baselz;it - AgcontinuollS | _n
are converte - reconstituted by a digital-to-analog conv )
455/ 3tsgar

ol R (2}
. Ise 2 (X4 )

. -ed by a final low-pass filter. Amplitude, phaseé:;rolif;nce . -t
output is produce yb feedback tracking loops. (Accurate p lenge.) . . NP

timing ar¢ recove_red Y d imposes a difficult design challenge. For the mapping fugctlons desgl.bed n Flgurc 2,n = 2. and ¢, = 5.76.
of these loops is important, an To compute the carrier power, it is convenient to approximate the actual
probabilities of x» and p., with a uniform probability density along the
contour in the x., vy plane, In the x,, y, plane exact probabilities asso-
; ciated with the Gaussian baseband signal must be used. Therefore,

GAIN ERROR

Xi=Alpy + pH05)* + pi (3a)

¥1 = (po + 2p(0.40)2 + 2p, (‘/-3- — 0.40)' + 2 (‘/3

2
3 5 + 0.40) (3b)
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NG :
L
yi= 3 {0.96)*

| | (3d)
Figure 3. Demodulator




424 COMSAT TECHNICAL REVIEW VOLUME 3 NUMBER 2, FaLL 1973

where p, = crf(i + 0.5) — crf{y — 0.5). The resulting S/ N improvement
above threshold is equal to a power ratio of 122.7, which corresponds to
20.9 dB.

Threshold localion

When the C/N ratic is below threshold, the effects of decision errors
in the receiver become significant. For the mapping in Figure 2, decision
errors can occur when the absolute value noise voltage exceeds (.5 on
the first pulse or 0.355 on the second pulse. The resulting bascband noise
power can be calculated by multiplying the various transition probabilities
by the corresponding error power. In practical cases each transition prob-
ability is almost exactly equal to the product of the probability of sending
a particular symbol times the appropriate crror function. The fact that
transitions arc not independent can be ignored. Morcover, the transitions
between non-ncighboring symbols can be neglected. Therefore, the
threshold noise power for the mapping is almost exactly

0.5
Ny = 2erfe (—

Tn

)[”““ + 23 ol Y

+ P?(l + 1 4 22) + P:{(l + 3F + ()“’)]
(0355 LY LT (LY (12} WA
*c“('"? 13 3) ) i) TG 10
~ 1434 erfo (%) L+ 0.1481 erfe (0'35—5) . (5)

Tn n

The noise power thus obtained is normalized with respect to the base-
band signal power. To determine the location of the threshold, it is neces-
sary to combine Ny with the noise power, N, contributed by noise com-
ponents aligned with the signal locus. The normalized value of Ngis

AN
$ (Qﬂ) T os76 ®

The combined overall bascband noise power ratio (NPR},*

1227 (C/N) o

PR — A
NPR L + (Nz/Ng)

* The ratio of the mean absolute power level of the equivalent uniform spec-
trum baseband signal to the baseband notse power level.
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1‘?' pl‘o[tcd in Figure 4 as a function of the C/N given by cquation (1)

1rL‘Shold occurs at C/N = 135dB and NPK — 314 dB. Also sh in
the figure is the rate distortion bound for a bandwidth ev.( ﬂl:JSi k (;W” "
of 4. At threshold, the C/N ratio is about 6 dB from this: fmu;u(fm e

RATE
DISTORTION
BOUND

]
T

2P - APM

NOISE-POWER RATIO, NPH (dB}
[}
o,
T

L
&
T

1 ]
5 10 15 20 25
CARRIER-TO-NOISE RATIO, C/N (¢B)

Figure 4. 2P-4PM Signal-to-Noise Inprovement

Randwidih requiremeont

The ¢
s p(i)WClt spectrum, (Iw(f), of the bascband input to the madulator
Thy ¢ considered to be uniform between Siand fu, where 0 < f <
Onethspectrun; associated with periodic samples of the baseband ldlepen(lzsl
€ sampding waveform. In the limit, as i L
! . . &8 the duration of the g i
pulses approaches zero, this spectrum becomes el

23

} 1
lim S Z S f + iR) "

i==1

where R is the sampling rate, T :
vy pling - 1o prevent speetral overlap, R must exceed
belln the demodulator, [.hC.SpCCtr'Um characterized by equation {8) must
h_o}_\lv.-pdss filtered to eliminate the terms for which £ 7 0. This filtering
be I ! . § ,
bEtlc \IS pferformc.d by the final output filter, must not distort the spectrum
ween fy and £y, but must stop the band above R — f.. The rolloff
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region of the output filter thus extends from f2 to f2 + (R — 2fs). In
practice, the width of the rolloff region, R — 2f%, is about 20 pereent of the
top baseband frequency, fo. Therefore,

R =22 . 9)

The RF spectrum is governed by the value of R a.nd Fhe c-hqicc ol pulse-
shaping filter in the modulator. In an FDMA apphgatmn, th_xs filter must
be designed to permit close spacing of adjacent carriers c.:ntenng th':: satel-
lite, The use of Nyquist filters with small rolloff factors is appropriate for
this purpose. Use of a Nyquist filter for transmitung 2R pulses per SCCOF\(‘]
confines the RF spectrum to the range f; £ (1 + o) R, whcrc_ff is the ith
carrier frequency, and p is the rolloff factor. Adjacent carrier mterfe_rence
is eliminated by using matched Nyquist filters at the demodgla.itor input
provided that |fi;, — fi > 2(L + o) R. Therefore, the minimum oc-
cupied bandwidth for 2P-APM is about 4.4(1 + p) f’ To conserve the
RF spectrum, it is desirable to choose a baseband signal structure that
minimizes fo, and to select the smallest practical rollofl fa_ctor, p. For
example, two voice telephony supergroups (a total of 120 voice chanpcls)
can be confined to a 492-kHz baseband spectrum and transmltte(.i with a
15-percent-rolloff filter in an occupied bandwidth of 2.5 MHz, This corre-
sponds to a spectrum capacity of 48 channels per megahertz.

Ideal comparisons with other systems

Figure 5 compares the ideal performance of various modulat'ion systems,
including 1- and 2-pulse APM, Bandwidth and power requlrerpents are
shown relative to the requirements for single-sideband modulation. Also
shown are contours of constant RF C/N ratio, and Shann(?n’s_rate—
distortion bound for a Gaussian baseband NPR of 32.dB, which is ap-
propriate for large FDM telephone multiplex assemblies. All realizable
systems lic above this bound.

The following assumptions are used in Figure 5. For FM, APM, and
AM, a 10-dB peak factor is assumed, and NPR = 32 dB. The FM curve
includes a 4-dB pre-emphasis gain and shows the Carson’s Rule b‘c.md-
width. The APM and PSK bandwidths are the noise bandwi_dths obtained
by sampling at the Nyquist rate. The 1P-APM pe?rforma,nce is based upO\n
the signal mapping described in Reference 10, while the PSK performances
are based on 8-bit coding and a bit-error rate of 10-% The peak power
values for PSK give the approximate envelope power at the O}Jtput of a
Nyquist filter which can be excecded with a probability of 1075,
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Figure 5. Modulation Sysiems Comparisons

Figure 5 does not include practical system degradations, which vary
among modulation systems. Nevertheless, it may be used as an approxi-
mate guide for comparing well-enginecred FDMA systems. Tt should be
noted that 2P-APM uses less power and less bandwidth than any of the
angle modulation systems,

Praclical FDMA link performance

The required overall NPR for a 120-channel telephone multiplex as-
sembly is 32,9 dB [11]. Figure 4 shows that this requires an equivalent
C/ N ratio of 13.5 dB. This C/ N must be achieved in the presence of carth
station equipment noise, interference from terrestrial systems in the same
band, rain attenuation effects, intermodulation distortion in the satellite
transponder, interference from adjacent carriers, cochannel interference
caused by frequency reuse in the satellite, and nonideal modem imple-
mentation.

A noise budget for these impairments is given in Table 1. Efects of
transponder nonlincarities are included in item 4. Ttems 3, 4, and 5 add
up to 3,400 pW, which corresponds to a total C/ N ratio of (C/NYyp = 18.2
dB. The difference between this value and the 13.5-dB C/ N requirement
represents a margin of 4.7 dB for items 1, 2, and 6-9.

As shown previously, the required total C/N ratio (C Ny, including
margins, is 18.2 dB. This ratio, which combines up-link, down-link, and
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TarLe 1. FDMA NoisE BUDGET FOR 2P-APM

pW Relative to

Ttem Noise Source 1-mW Test Tonc C/N {dB)
, i o 2.7
1 Earth Station Equipment :,(5)88 o
2 Terrestrial Interference ,140 o
3 Up-Link Noise . | e
4 Intermedulation Noise ‘ ,700 2
§ Down-Link Noise ’9()() e
6 Cochannel laterference o o
7 Adjacent Channel Interference o o
8 Mq&iem [mplementation 1 :()()() o g
9 Ramn 2
Combined Value 10,000

. ) ot satellite
satellite intermodulation noise, cqn be pr({VlQCQ‘?znd ;)r/grl;zle::lliltled
FDMA spot-beam transponder using the trdnbmle; UIa;iCd g the
in Table 2. These transmission parameters welrle;dcfa Cghimbo usine e
computational methods devclope;d by Fl.lenZdl dl; om 680,Cha]mdsg Or
[12]. The total transponder cagauty I"o_r this exq:?p ) F,M 0 chamch o
about twice the capacity achieved with multicarrie ;

transponder with the same parameters.

- T4 AP
TasLE 2. FDMA TRANSMISSION PARAMETERS FOR 2p-APM

: arri 78 dBW
Earth Station e.d.r.p. per 120-Channel Carrier

6 GHz
Up-Link Frequency —11.6dB/°K
Satellite G/T ) — 60 dBW /m?
Saturation Flux Density t3.5dB

Satellite Input Backotf 6.8 dB
Satellite Output Backoff 29.6 dBW
Satellite Saturated e.Lr.p.

i 35 MHz
Transponder Usable Band\wd_th "
Number of 120-Channel Carriers G
Down-Link Frequency K
Earth Station G/T 0.7 B
Conclusion

This paper has described a form of hybrid modulation whiclh a]lnpeianr;
t beISLEtablc for FDM /EDMA transmission. A program for develop
0

HYBRID MODULATION TO FDMA TELEPHONY

and testing this technique is underway,

Additional studies of hybrid
modulation systems for other forms of tra

nsmission will be undertaken,
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OCTR Notes

A microstrip balanced (ransistor amplifier
with collector-base feedback for 0.6—1.1 GH =

C. B. CoTNER

Introduction

A preliminary study of the modulation methods and their parametric
requirements for the Comsat Laboratories unattended earth terminal led
to the decision to use an intermediate frequency centered on 0.855 GHz,
with a bandwidth of 500 MHz. In addition, the objective of unattended
operation necessitated reliability and configuration requirements which
would permit continuity of service without an elaborate system of mon-
itoring, spares, and switching. This note describes a transistor amplifier
designed to accommodate these requirements.

Design objective

In the normal mode of operation, when an interruption occurs in a
receive or transmit chain, it is necessary to switch to standby equipment.
An alternative, which avoids information disruption and sensitive mon-
itoring and switching, is parallel redundancy. For this mode of operation,
the probability of complete interruption may be made low enough so that
eniergency repair is unnecessary. Parallel redundancy is achieved with a
balanced configuration in which two identical stages are cross-connected
at both input and output by quadrature hybrids (see Figure 1).

It may be shown [1] that a transistor amplifier with three balanced stages
using parallel redundancy has a mean time to failure which is up to three
tinies that of an amplifier with three single stages using switched redun-
dancy. This figure does not take into account the failure probabilities
involved in the necessary sensing and switching equipment associated
with switched redundancy.

Although reliability is the primary concern here, use of the amplifier
with parallel redundancy results in additional benefits, such as broadband

C. B. Coter is a member of the Technical Staff, RF Transmission Laboratory,
Technology Division, COMSAT.
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input and output return losses better than 20 dB and superior dynamic
range and intermodulation performance. With such excellent return losses,
cascading of stages is facilitated. Further, these modular balanced stages
may be used as building blocks to “tailor™ the amplifier gain for a par-
ticular application.

Amplifier design and eonstruction

DESIGN

The design effort concentrated upon equalizing the gain in each tran-
sistor circuit of the balanced pair and obtaining broadband performance
in the hybrids at input and output. The transistor (Hewlett Packard
35821F) was selected on the basis of its proven performance and char-
acteristics, and its availability in a stripline package. Of the several tech-
niques investigated for broadband gain equalization [2] [5], the most
promising was collector-base feedback, which also proved to be simple to
implement. Hence, the required gain equalization was obtained without
using multiple pole matching networks or accurately tuned circuits.

Computer programs were used to select feedback network element values
compatible with the transistor parameters. The resulting balanced, com-
mon (grounded) emitter amplifier is shown in Figure 1.

Quadrature Hybrids. A critical component in the amplifier design was
the single, quarter-wavelength, interdigitated hybrid, which has been
described by Lange [6]. A sample hybrid using an improved cross-bonding
technique was constructed for the frequency range of interest; its per-
formance is shown in Figures 2 and 3. Based upon these results, this
hybrid was simply rescaled slightly in frequency for the amplifier design.

CONSTRUCTION

Thin film techniques are used throughout the amplifier with a ceramic
substrate (99.5-percent-pure aluminum oxide) 0.050 inch thick. With this
substrate thickness, 508 transmission lines require conductors approxi-
mately 0.050 inch wide, which are physically compatible with many chip
components. Tolerance problems in etching the hybrid are also less severe
than for thinner substrates.

The transistors are mounted in holes through the alumina substrate,
minimizing the lcad length between the emitter and ground plane. Lead
connection is accomplished by gap welding. Chip components are bonded
in place using a conductive epoxy. The necessary cross-bondings in the
hybrid are protected by small drops of nonconductive epoxy.
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Figure 2. Interdigitated Hybrid Power Split

Bias lines are meander patterns whose overall length is A/4 at the center
frequency of 0.855 GHz. The required hybrid terminations are uncom-

pensated 51€ chip resistors with return losses of 28.5 dB or more in this
frequency range.
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Figure 3. Return Loss and Isolation for Interdigitated Hybrid

Resulis

Figurc 4 shows measured and calculated amptlifier gain versus fre-
guency performance for a single amplifier stage and a single-ended “half
stage,” respectively. Return losses obtained in the balanced stage are shown
in Figure 5. The difference between measured and calculated gain is

15
T ! T fcaLcuLaTeD

= GAIN
g ]

13
> \
2 MEASURED
3 GAIN

» | l [ !

0.6 07 08 09 10 1.1

FREQUENCY (GHz)

Figure 4. Gain vs Frequency

attributed to hybrid insertion loss, mismatch loss to the fourth port of
the hybrid, and other circuit losses. As expected, no stability or gain ripple
problems are experienced in cascading three of these stages. Figure 6
shows the mcasured |- and 2-carrier transfer characteristic of three cas-
caded stages. Figurc 7 shows a particular physical configuration used in
the unattended earth terminal down-converter,
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Figure 5. Return Loss vs Freguency
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Figure 7. Mixer and 3-Stage Preamplifier
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Chemical storage of hydrogen in Ni/ H, cells

M. W. Earr AND J. D. DuNLOP

Iniroduction

Under INTELSAT support, ComsSaT Laboratories has pionecred the de-
velopment of nickel/hydrogen batteries for possible replacement of
nickel/cadmium batteries as the energy storage system in communications
satellites. Potential advantages of the nickel/hydrogen battery in terms of
energy density, cycle life, and trouble-free operation have been discussed
in a previous paper [1].

In normal operation hydrogen gas is generated on charge and consumed
on discharge. The overall electrochemical cell reaction is

discharge
NIOOH + L H:T o Z> Ni(OH),

charge

For optimum energy density, the operating pressure is from 3 to 33 atm.
This note describes a new approach in which hydrogen is stored as a
rare earth metal hydride, thereby reducing the operating pressure to a few
atmospheres.

Concept

J. H. N. van Vueht et al. have reported on the reversible absorption of
hydrogen by the intermetallic compound LaNi, [2). Their isotherms
(Figure 1) show that, at 21°C, LaNi, absorbs hydrogen at a relatively
tow pressure to form the hydride LaNiH,; whose hydrogen density is
nearly twice as high as that of liquid hydrogen.

Thesc properties make LaNi; extremely interesting for use in the Ni/H,

This note is based upon work performed in Comsat Laboratories under the
sponsorship of the International Telecommunications Satellite Organization
(INTELSAT). Views expressed are not necessarily those of INTELSAT.

M. W. Earl is a Senior Technicion, Energy Storage Department, Physics
Laboratory, Applied Science Division, COMSAT,

. D. Dunlop is Munager, Energy Storage Depariment, Physics Laboratory,
Applied Science Division, COMSAT.
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PH? tatm}

HYDROGEN CONCENTRATION (at H/mol LaMig)

Figure 1. Pressure-Composition Isotherms of Hydrogen Gas
in Equilibrium with Absorbed Hydrogen in LaNi; [2]

cell.* In the new approach described here, hydrogen is stored as a hydride
during charging and desorbed during discharge:

discharge
L'dNi,-,Hﬁ ‘<:7f LaNi5 + 3H2T

charge

Hence, the cell operating pressure is reduced to approximately 1 atm [3].

Commercial LaNi, was activated by high pressure absorption—vacuum
desorption cycles at high temperature according to the procedure de-
scribed by J. J. Reilly and R. H. Wiswall [4]. The hydride formed was
LaNi;H, . Although the hydrogen content of this hydride was lower

*Chemical storage of hydrogen is nol restricted to the nickel/hydlfogen
couple, but is cqually applicable to other metal /hydrogen couples (e.g., silver/
hydrogen) and in general to many nonelectrochemical hydrogen gas systems.
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than had been previously reported, it was deemed sufficient for initial
investigations,

Experimental work

To demonstrate the feasibility of this concept, an experimental nickel/
hydrogen cell with hydride storage (Figure 2) has been built. The electrode
stack has a sintered nickel hydroxide positive electrode, a polypropylene
separator, and a platinum catalyzed hydrogen negative electrode. This
stack is assembled in a heavy walled pressure vessel with a stainless steel
reactor which contains 5.29 g of LaNi;. Hydrogen absorption by this
amount of LaNi; to form LaNi;H s corresponds to 1.55 Ahr of capacity.
The electrochemical cell capacity is 1.6 Ahr.

HYORIDE REACTOR
2-mi FREE VOLUME

MICKEL/HYLRROGEN CELL
#0-ml FREE VOLUME

Figure 2. Experimental Nickel/ Hydrogen Cell with Hydride
Reactor Attached
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Over 1,000 charge-discharge cycles have been completed on this cell at
room temperature. Throughout the test, the pressure range during cycling
was consistently 2.5-6 atm per cycle, indicating that the LaNi; had not
been contaminated by Q., H:0, or KOH. This is important since it has
been reported that O, and H.O vapor may inhibit hydrogen absorption
by LaNi, [5]. The Ni/H; cell environment contains less than 1 percent
oxygen, which is apparently less than the contamination level for this
particular application,

After 1,000 one-hour cycles the cell was completely discharged and the
voltage and pressure vs time were recorded. The hydride was then isolated
from the cell by closing the valve to the reactor containing the LaNij,.
Finally, the cell was recharged and discharged, and the pressure without
the hydride was recorded (Figure 3). A comparison of the cell operating
pressures with and without the hydride demonstrates that the cell operat-
ing pressure is significantly reduced by using the hydride. The pressure at
the beginning of discharge is reduced by a factor of three. The amount of
pressure reduction is a function of the clectrochemical capacity, cell free
volume, and quantity of LaNiy, as well as the degree of hydride activation,

T T T T T T T T T
DISCHARGE RATE - 1 Anhr
wf J13
CELL VOLTAGE
{12
E 15 —
= z
: CELL PRESSURE WITHOUT LaNig, 11 w
w FREE VOLUME = 80 m| e
ES 4
& [
@ 3]
e 10 q10 =
)
- o
g [ ¥}
CELL PRESSURE WITH LaNig, Ho9
5 FREE VOLUME = 82 mI
Hos
i 1 1 1 1 1 1 1
o 10 20 30 40 50 80 70 80 a0 100

CISCHARGE TIME (min}

Figure 3. Cell Pressure and Voltage for Complete Dischurge
with and without LaNig
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According to Figure 1 the hydrogen pressure should assume a value of
about 3 atm instcad of the observed range of 2.5 to 6 atm. However, the
absorption of hydrogen in LaNi; is an exothermic process (7.2 keal,/mol
H.), whereas desorption is an endothermic process. This nonisothermal
behavior partially cxplains the gradual change in pressure during a cycle
and the higher pressure observed at the end of charge, i.e., al the beginning
of discharge.

This experiment clearly demonstrates the hydride’s usefulness in reduc-
ing the operating pressure of nickel/hydrogen cells. As a result, prismatic
cell configurations with their associated ease ol construction, volume re-
duction, better electrolyte management, and structural integrity become
feasible and preferable to cylindrical structurcs. An experimental pris-
matic cell is being designed to incorporate these advantages as a further
step in the exploitation of this concept.

Conelusion

Test results demonstrate the feasibility of using LaNi; hydride to reduce
the operating pressure of a nickel/hydrogen cell without altering its high
cycle-life expectancy. The advantages of this concept are as follows:

a. elimination of concerns associated with operation at high hydro-
BET pressures;

b. cell volume reduction of almost 50 percent; and

c. simplification of cell pressure vessel design through prismatic-
type cell construction, thereby eliminating electrolyte loss problems,
improving the electrode stack design to better withstand shock and
vibration, and simplifying battery packaging.
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Frequeney reuse in collocated earth
and terrestrial siations

H. DopeL aND B. PoNTANO

Iniroduction

A recent study [I] postulated the feasibility of frequency reuse at an
earth station in the fixed-satellite service and a collocated terminal of an
associated radio-relay interconnect link. This concept hinges on the de-
gree of coupling that must be expected between the terminals of a large
earth station antenna and the relatively large aperture of a collocated
radio-relay antenna when these facilities are located back to back, each in
the other’s near field. *

To obtain experimental corroboration of the predicted feasibility, a test
was undertaken at the Cayey, Puerto Rico, earth station. This note will
present a brief summary of the measurement procedures and the results,
verifying the practicability of such collocation at common frequencies.

Coupling measurements

FIELD MAPPING

To obtain a general picture of the radiation in the rear sector of the
Cayey earth station antenna, the level of a transmitted signal received by a
small aperture standard-gain horn was mapped over a wide range of
relative geometries. For each location, the plane of polarization and
pointing direction of the standard-gain horn were adjusted for maximum
coupling (maximum received signal). Typical measurement results shown
in Figure 1 agree with those obtained from similar tests performed at the
Etam earth station several years ago [2], as well as with recent theoretical
calculations. With the exception of a slight increase in coupling near the

*The term “‘near field"” is applied to all geomeirical configurations for which
a large radiating aperture cannot be considered to constitule a point source.
Neither the Fraunhofer nor Fresnel approximations may be applied to these
configurations.

H. Dodel is a member of the Technical Staff, Spectrum Ulilization Department,
Systems Engineering Division, COMSAT.

B. A. Pontano was Manager, Laboratory Simulation, Systems Division,
COMSAT Laboratories.
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Figurc 1. Coupling Between the Terminals of the Earth Station Antenna
and the Terminals of the Standard-Gain Horn as a Function of Distance

rear focal axis of the earth station antenna, there appeared to be little
variation in maximum coupling over a range of about 150°.

COLLOCATED RADIO-RELAY ANTENNA

A 3-meter-diameter horn reflector antenna whose main becam was
directed at various angles away from the earth station antenna was used
to replace the standard-gain horn at several of the previously mapped
locations. Figure 2 compares the coupling measurcments for this antenna
with those obtained by using the standard-gain horn at the same locations.
For the 3-meter horn antenna, the maximum coupling measurement
showed less variation at different locations and little sensitivity, over a
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large angular range, to variations of the pointing azimuth at cach loeation,
When the plane of polarization was rotated, the coupling variation was of
the same order of magnitude as that of the standard-gain horn (about
+3 dB) and different geometries showed different preferred polarization
planes.

There is evidence that much of the coupling was caused by wide-angle
ground scatter from the region in front of the 3-meter antenna and be-
neath its main beam. In moderate rain, coupling tended to decrease some-
what relative to that observed in the absence of rain. Over longer time pe-
riods with the same geometry, coupling varied over an appreciable range,
but peaked consistently near the values of Figure 2,

Link interference tests

To assess the effects of coupling in an actual eperational configuration,
a radio-relay link was set up. This test configuration, shown in Figure 3,
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Coupling measurements made during thesc tests showed variation over a
15-dB range. This variation apparently resulted from changes in such
environmenltal factors as wind, rain, fog, humidity, and preferred plane
of polarization.

The effects of interference on the terrestrial link at 6 GHz werc investi-
gated with a 972-channel carrier on the space link and an 1,800-channel
carrier on the terrestrial link. With an ed.r.p. of only 20 dBW trans-
mitted by the remote terminal {received at the collocated terminal at a
level of —68 dBW), the wanted-to-unwanted carrier ratio was 30 dB.
The voice channel interference noise power was 1,000 pWp, which agrees
closely with predictions and corroborates the contention that 6-GHz
interference can be kept to negligible values by using suitably modified
transmission parameters. Table 1 summarizes the results.

Video signals were transmitted using INTELSAT Iv transmission param-
eters on both links. For a varicty of live and test signals, the test team
detected no impairment on either link,

Coneclusions

The test results confirmed the feasibility of frequency reusc at an earth
station and its associated radio-rclay interconnect link. Further, the tests
provided data on coupling between two large aperture antennas, each in
the other’s near field.
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Viireous oxide antireflection films in
high-eiiicieney solar cells

A. G. REVESZ

Significant improvement in the short-wavelength response and fill
factor of silicon solar cells has been recently achieved by combining a
major change in the contact grid geometry with a very shallow junction
and a new antireflection film. Under simulated sun illumination, the con-
version efficiency of this new {so-called “violet™) cell is 13 to 14 per-
cent [1]. In this note, the fundamental considerations underlying the new
antireflection film are described and some experimental data are given.
Details will be published later.

All attempts to use the antireflection coatings employed in conventional
solar cells, i.e., Si0, and TiO,, with the violet cell have failed because
light abserption in these films is high in the very region of the spectrum
where the violet cell exhibits improved sensitivity. The use of such coat-
ings resulted in an unacceptably low cell conversion efficiency. Therefore,
to implement the basic concept of the violet cell, it became necessary to
replace the conventional antireflection coating.

In addition to the obvious requirements, i.e., a refractive index of 2.0 to
2.5 and complete transparency at wavelengths longer than ~300 nm,
the film should be prepared in the noncrystalline state, but with a reason-
ably high degree of short-range order. Noncrystallinity is important since
grain boundaries in a polycrystalline film cause light scattering and hence
decrease the transparency. Because impurities can easily migrate along
grain boundaries, these boundaries are also responsible for unwanted
interactions with the junction region; hence, the stability of the anti-
reflection film may be impaired. It is well-known that dielectric films used
in capacitors [2] and semiconductor devices {especially SiQ. film in MOS-
type devices [3]) must be noncrystalline to achieve the best possible proper-
ties. On the other hand, it is desirable for the noncrystalline structure to
have a reasonable degree of short-range order; otherwise light absorption
is increased (because of unsaturated bonds}, while stability and reproduci-
bility are decreased.

These two classes of noncrystalline solids, i.e., solids with and without
short-range order, have been designated vitreous and amecrphous, re-

Akos G. Revesz is Manager. Electrophysical Devices Department, Applied
Science Division, COMSAT.
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spectively. Striking representatives of the former are SiO, gl-ass gnd,
especially, noncrystalline SiO, films grown by thermal or anodic oxida-
tion of silicon [4]. Vacuum-deposited SO (silicon monoxide) is an example
of the amorphous class. Silicon dioxide films prepared by vacuum deposi-
tion or sputtering are intermediate; that is, they are betweel} Si0, and
thermally or anodically grown SiO, films. This points out the Importarllce
of the preparation method in obtaining well-defined noncrystalline Oxl(.ie
films; a well-controlled growth process, such as that which occurs in
anodic or thermal oxidation of the corresponding metal and in some
chemical deposition processes, usually results in a higher degree of short-
range order than vacuum deposition or sputtering.

Since the refractive index of Si0, is too low for antireflection films,
other dielectrics which can be prepared in the vitreous stutc have been
sought. Consideration has been restricted to oxides, since they gencrally
have the greatest tendency Lo form noncrystalline structures (because of
the “bridging” role played by oxygen) and also since they are the mgst
stable inorganic compounds. Because of their band gap and refractive
index values, as well as their use in capacitors [2] and MIS devices [3],
Ta,O;, NboQ;, HfO., and Zr(, have been selected as candidates. The
potential use of HfO, and ZrO. has not been explored to as great an ex-
tent as that of Ta,0; and Nb,Q,. From the viewpoint of final performance
as antireflection films, there is practically no difference between Ta,O5
and NbyO;. However, there are some significant diflerences in the process
parameters, and the choice between them is dictated by the particular
technology employed.

Various methods (details of which will be published later) can be used for
preparing oxide films of suitable quality. Under proper conditions, these
methods resuit in films that arc very uniform and exhibit bright interference
colors. As an example, electron diffraction and clectron microscope in-
vestigations of Ta.O; films reveal that they are noncrystal[iqc and t}}at
they lack any discernible morphological features. However, if some in-
advertent contamination has occurred during their preparation, ox1df:
films usually exhibit some structure under the optical microscope, indi-
cating the beginning of crystallization. In addition, in this casc the fill
factor of the solar cell generally deteriorates. This observation confirms
the importance of nonerystallinity.

The refractive index of the oxide films was determined by ellipsometry
at a wavelength of 546.1 nm. It was gencrally observed that the values for
each oxide depend on the preparation conditions, ranging for instance
from 2.202 to 2.259 for Ta.Q;. Typical values for Nb,O; and HfO, are
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2.4 and 2.3, respectively. Both Ta,O; and Nb.O; films are completely
transparent above a wavelength of 300 nm. Similar to that of crystalline
Ta.05[6], the infrared spectrum of Ta,O; films did not exhibit any absorp-
tion below awavelength of 11 um, indicating that no suboxideswere present.
(Ta suboxides absorb in the 8.5- to 11-um range [7].) The density of the
Ta;05 films was 8.3 gem=%; this value is close to the bulk density of
crystalline Ta,O;, namely, 8.77 gem—2.

These observations indicate that properly prepared Ta,O; and Nb,O;
films are structurally well-defined; that is, the short-range order in these
films and the properties determined by it are similar to those of the Crys-
talline structure. Hence, these films can be considered to be vitreous
solids. In contrast, sputtered Ta oxide film can be classified as amorphous,
since it exhibits marked absorption in the visible spectrum. This observa-
tion confirms the importance of short-range order in noncrystalline oxide
films and the preference for growth methods rather than vacuum deposi-
tion or sputtering.

There arc several means of producing the Ta;0; or Nb,O; antireflec-
tion film in a pattern which will not interfere with the current collector
grid. The various technological steps employed for this purpose must be
compatible with other processes (e.g., contact fabrication} and should
not degrade the junction properties, Thus, in contrast with the coating
process of conventional solar cells, the application of the vitreous oxide
antireflection films is an integral part of the violet cell technology, and
the film itself is an integral part of the cell structure. In this respect, the
role of this film in the solar cell is somewhat similar to that of vitreous
810, films in MOS devices.

Typical characteristics of 4.cm? violet cells made with the new anti-
reflection film (determined under simulated AMO sun illumination) are as
follows. The open-circuit voltage is ~600 mV, the short-circuit current is
~160 mA, the fill factor is 79 percent, and the conversion efficiency (with
respect to total area) is ~13.5 percent. More details are given in [1].
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Translations of Absiracis

Etalement du speetre de puissance de signaux MDP
produitl par des T.O.P. non linéaires sans mémoire

G. RoBinNsoN, O. SHIMBO, ET R. Fang

Sommaire

La présente contribution expose unc méthode combinant I'analyse et Ia
simulation pour obtenir le spectre de puissance de signaux MDP multiphases
i la sortie du T.0.P. en présence de non-linéarités d’amplitude ¢t de phase,
Sur la base de cette analyse, les spectres de signaux MDP 4 4-, 8- ¢t 16-états
ont €t calculés pour diverses rapidités de modulation et différentes valeurs
de recul de puissance a I'entrée du satellite. Le brouillage causé dans le canal
de transmission adjacent par Pétalement du spectre a dgalement été évalué.

Les spectres calculés ont été comparés avec les spectres mesurés de sig-
naux MDP 4 4-états pour une rapidité de modulation ct différentes valeurs
du recul d'entrée. Dans chaque cas, on trouve une bonne concordance entre
les spectres calculés et les spectres mesurés. On constate que I'étalement du
spectre de puissance est essentiellement dd & la non-linéarité d’amplitude,
plutdt qu'd la non-linéarité de phase de T'amplificateur 3 T.O.P. On
démontre en outre que, & une rapidité de modulation donnée, I'étalement du
spectre de puissance de signaux i 8- et 4 I6-états ne difféere pas de maniére
significative de celui d'un signal MDP 3 4-états.

Application de PAMBRT i la série des satellites
INTELSAT IV

W. ;. ScHMIDT

Sommaire

Unc série exhaustive de programmes expérimentaux portant sur le Sys-
teme d’accés multiple par répartition dans e temps (AMRT) a permis de
démontrer la faisabilité technique de ce mode de transmission, de méme que
les avantages qui peuvent en découler. La présente communication décrit
les éléments d'un systéme prototype AMRT concu aux fins d’utilisation avec
les satellites INTELSAT iv et aux fins d'une éventuelle introduction dans les
réseaux opérationnels.

On analyse la jonction terrestre avec le terminal AMRT, ainsi que I'équipe-
ment d'émission et de réception, notamment le modem MDP quadriphase
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