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Multipath fading characterization of
L•band maritime mobile satellite links*

W. A. SANDRIN AND D. J. FANG

(Manuscript received December 2, 1985)

Abstract

Models of the maritime multipath fading process oriented toward communications
systems engineers are presented. These models are primarily based on experimental
data obtained from several sources and include both fading amplitude and time/
frequency models. The fading amplitude models consist of both a Ricean model for
fading statistics, which is applicable for most of the time, and a specular reflection
model that assumes a smooth sea. The models are described parametrically in terms
of elevation angle and ship earth station antenna gain. Fading (or Doppler) spectrum,
fade duration times, and correlation bandwidths are also characterized. Finally,
methods for combating multipath fading applicable to commercial maritime com-
munications are surveyed.

Introduction

In a commercial maritime satellite communications system such as that
operated by INMARSAT, ship earth stations (SESs) operating at L-band
(approximately 1.6 GHz up-link and 1.5 GHz down-link) are used for the
ses-to-satellite links. Multipath fading caused by reflections from the sea

* This paper is based on work performed at COMSAT Laboratories under the
sponsorship of the International Maritime Satellite Organization (INMARSAT). Views
expressed are not necessarily those of INMARSAT.
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surface can significantly impair this type of channel, especially at low
elevation angles or when secs having low-gain antennas are used.

The bulk of the literature has concentrated either on the physics of this
phenomenon or on specific experiments. In contrast, this paper presents a
series of characterizations and simple models that describe the overall
multipath fading process in terms directly useful to communications engineers.

The characterizations and models described here are based primarily on
experimental results obtained from the open literature and from recent data
furnished by the DFVLR.* Both fading amplitude and time/frequency
characterizations are given. For the case of fading amplitude, models for
both rough and smooth sea states are included. Time/frequency characteristics
are described in terms of fading spectrum, fade duration statistics, and
correlation bandwidth. Various methods for combating multipath fading are

also described.

Multipath fading amplitude

It is well known [I] that multipath reflections from the sea surface consist
of specular and diffuse components. The relative strength of these components
is a function of wave height and, to a lesser extent, elevation angle [2]. For
calm sea states, the specular component dominates, but diminishes rapidly
as wave height increases. For relatively small wave heights, the strength of
the diffuse component increases rapidly with height and becomes essentially
constant for greater wave heights. For example, at a 10° elevation angle and
a wave height of 0.5 in (measured crest to trough), the specular component
has a very low level while the diffuse component has reached the same level
as for higher waves. At a 5° elevation angle, the strength of the specular
component is higher, it is not reduced to as low a level, and the diffuse
component does not reach a relatively constant level until the wave height is

about I m.
Karasawa and Shiokawa 13] give plots of sea state probability densities

for various ocean regions. These plots show that wave heights are usually
greater than 0.5 in and less than 5 m. Based on these considerations and the
observation (discussed later) that most of the experimental data on multipath
fading amplitudes are essentially independent of sea state, it is assumed for
the purpose of systems design and performance analysis that rough sea
conditions will exist for most of the time, and thus amplitude fading can he
expressed in statistical terms. However, on the relatively infrequent occasions

* Deutsche Forschungs- and Versuchsanstalt fur Luft- and Raumfahrt (German
Institute for Aerospace Research).
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when specular reflections dominate, these must also be considered. In this
situation, fade amplitudes cannot be characterized in statistical terms, and a
model that assumes a perfectly smooth sea is used to obtain a bound on fade
depth extremes. Information is also given on the sensitivity of fade depths
as the sea varies from perfectly smooth to a slightly rough condition.

Statistical model for multipath fading amplitudes

For a satellite maritime mobile link where the dominant component of
multipath is diffuse, the signal can be represented by one large (direct-
component) vector to which many smaller vectors are added. The in-phase
and quadrature components of these smaller vectors have a zero-mean
Gaussian distribution, so that the amplitude of the multipath component is
Rayleigh-distributed and its phase is uniformly distributed over 2Tr.

The theoretical description of this process as one having Ricean statistics
is presented by Beckmann and Spizzichino [I], and the Ricean process itself
is described in a number of textbooks as well as in References 4, 5, and 6.
The key parameter in a Ricean distribution is the ratio of the direct component
power to the power in the multipath component. This is defined as the Rice
factor, C/M. Figure I gives the probability that the composite signal is above
a certain level (with respect to the total signal power) for the Rice factor
values of interest.

To obtain a generalized model for amplitude fading statistics, experimental
data from a number of sources [5]-[16] were examined. The resulting model
is parametric in SEs antenna gain and elevation angle, and this factor is used
to determine the probability distribution function, as illustrated in Figure 1.

The data in several of the sources are presented in terms of Rice factors,
while the data in the remaining sources are described in terms sufficient to
allow estimation of a Rice factor. In general, nearly all of the experimental
data (except for cases of very low sea state and elevation angle) have been
found to be a good fit to the Riccan distribution, at least in the range of
percent-of-time values (from 90 to 99 percent) which are of greatest interest
to maritime communications engineers.

The Rice factors determined for the source data were plotted as a function
of elevation angle for different SES antennas. A linear fit of Rice factor vs
elevation angle was made to the plotted points for each antenna gain value,
and the resulting linear relationships were evaluated to form a general model

of Rice factor vs elevation angle for antenna gain values covering the range
of applicable SES antennas. This model, shown in Figure 2, can be described
as follows:
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Figure 1. Ricean Probability Distribution Function for Various Values of

Rice Factor, CIM [6]

a. For antenna gains from 0 to 16 dBi, the Rice factor is given by

CIM = Ef + 4 2° < EE <_ 4°

where CIM is the Rice factor in decibels and Ef is the elevation angle

in degrees.
b. For antennas with gains ranging from 0 to 16 dBi, the Rice factor

for elevation angles greater than 4° is given by a line passing through

the point (CIM = 8 dB, E2 = 4°) and the point defined by the C/M

value given in Figure 3 at Et = 16°.
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Figure 2. CIM vs Elevation Angle: Generalized Model

c. For antennas with gains ranging from 16 to 25 dBi, the Rice factor
for elevation angles greater than 2° is given by a line passing through
the point (CIM = 6 dB, Ef = 2°) and the point defined by the CIM
value given in Figure 3 at EC = 16°.

d. For elevation angles and CIM values outside the boundaries of
Figure 2 (i.e., CIM > 24 dB and Ef > 24°), little experimental evidence
is available to provide an adequate model, except for some medium and
low antenna gains (<14 dB) which indicate that the model can be
extrapolated up to at least Ef = 28°.

Figures 1, 2, and 3 can be used together to obtain information for a given
sus antenna gain and elevation angle. This information will generally typify
the channel (i.e., non-smooth sea states), subject to the qualifications noted
below.

Antenna pattern effects

In most of the experimental data used as the basis for the generalized
Ricean fading model shown in Figure 2, antenna performance was specified
simply by gain (dBi). However, different antennas having the same gain can
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Figure 3. Rice Factor Values at Ef = 16°for Generalized Model

exhibit major differences in radiation patterns. Because of this pattern
variation, it is especially difficult to generalize fading vs elevation angle for
low-gain antennas. Hence, in Figure 2 the same curve is used for antennas
having gains of from 0 to 5 dBi. Pattern shapes that provide multipath
rejection are difficult to generalize in this range, but are usually broad enough
so that pattern discrimination is small at low elevation angles.

Multipath discrimination depends not only on the antenna pattern, but also
on the mount, which for low-gain omni-azimuthal antennas may be either

fixed or horizontally stabilized.
The 0- to 5-dBi curve in Figure 2 fits very closely to the 5-dBi antenna

fading data listed in Reference 5, and fits reasonably closely to the data
computed for an isotropic (0 dBi) antenna. These latter values are derived
by using the modeled curves for gains of 10 dBi and above and subtracting
computed pattern discrimination effects, assuming that the mainlobe of the
antenna is pointed at the satellite and that the major portion of the diffuse
multipath comes from a point approximately halfway between the point of
specular reflection and the horizon. This assumption regarding the origin of
diffuse multipath is supported by Figure 4 of Reference 2.
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At higher elevation angles, the 0- to 5-dBi curve of Figure 2 is not a good
fit to data measured with a 3-dBi antenna, as given in Reference 5. For
example, the Rice factor at a 16° elevation angle is II dB for the model of
Figure 2 and about 9.6 dB for a linear fit to the experimental data, while at
a 24° elevation angle, the Rice factors are 13 and 10.2 dB, respectively.
This observation suggests that for low-gain antennas and elevation angles
higher than about 15°, the model of Figure 2 may not accurately predict Rice
factors, in part because of low-gain antenna pattern variations.

For antennas with gains above 10 dBi, it can be assumed that coverage is
not omni-azimuthal and that the patterns have well-defined main lobes so
that the antennas must be pointed at the satellite. Although the experimental
results used to model Rice factors for antenna gains of 10 dBi and higher in
Figure 2 did not always explicitly state that active tracking was employed,
this condition was assumed for antennas in this gain range.

Variability of experimental data and adequacy of Ricean
distribution

The model shown in Figure 2 is a generalization of several sources of
experimental data and provides the systems analyst with a good basis for
characterizing fading amplitude statistics. However, in a practical application
it must be recognized that the model may not accurately predict fading
amplitude statistics for a specific antenna over any one particular time
duration. Also, the fading amplitude statistics may not be exactly a Ricean
process. The reasons for the variability of low-gain antennas have already
been discussed. This section examines the nature of the model inaccuracies
and the resulting impact in terms of system analysis.

Comparison of the experimental results of References 5 through 16 with
the generalized model shown in Figure 2 reveals that the Rice factors generally
cluster within ±2 dB for a given antenna gain and elevation angle, although
points outside of this range are not uncommon. Also, many of the points
shown in the various experimental results are averages of several observations.

The model of Figure 2 is intended to represent typical fading characteristics
by generalizing the results of several different experiments. As such, it is
not a worst-case model. For a worst-case analysis, the use of a somewhat
lower Rice factor would be appropriate. A more conservative (but still not
worst-case) condition could be achieved by lowering the Rice factor I dB
for low elevation angles (<10°) and 2 dB for higher elevation angles.

The DFVLR reports [5],[6] show that experimental results for fading
amplitude closely match Ricean distributions. Data from other sources, which
describe fading in terms of percent time, generally closely fit Ricean
distributions for time percentages of 90 to 99. Since this is the range of
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greatest interest for systems analysis, the use of the Ricean distribution for

this application is considered to be reasonable.

Polarization effects

Since the model shown in Figure 2 is based on experimental results using
nominally circularly polarized antennas, it includes the effect of imperfectly
polarized SEN and satellite antennas. An analysis of the effect of polarization
impurities on fading statistics revealed that, for antennas having axial ratios
of 2 dB or lower, the polarization impurity effect would be negligible in a
diffuse multipath environment. The effects of polarization impurities on the
specular multipath model, and the use of polarization shaping as a means of
reducing fade depth, are discussed in subsequent sections.

Comparison of nice factor model with additional experimental

results

After the model shown in Figure 2 was formulated, Hagenauer et al. [17]
obtained additional experimental results in the form of a series of Rice factor
vs elevation angle plots for a number of SF5 antennas having gains in the
9.5- to 17-dBi range. These are independent data against which the model
can be compared. Table 1 presents such a comparison for Rice factors at a
10° elevation angle. For all cases except one, the Rice factor comparisons
are within I to 2 dB, with the Rice factor for the data of Reference 16 always
being higher than that predicted by Figure 2. The data of Reference 17 also
show that individual data points (i.e., Rice factors for individual test runs)
occasionally have a significant variability about the straight-line relationships

that are fitted to the data points.
An explanation of why these new results exhibit systematically better

CIM (i.e., have higher Rice factors, which translates to less severe multipath
fading) than the model developed here cannot be given without more details

TABLE 1. COMPARISON BETWEEN MODEL SHOWN IN FIGURE 2 AND

RESULTS FROM REFERENCE 17

ANTENNA

GAIN

(dBi)

RICE FACTOR AT 10°

AS GIVEN BY

REFERENCE 17

RICE FACTOR AT 10°

AS GIVEN BY

FIGURE 2

9.5 11.0 9.9

9.8 15.8 9.9

11.5 12.0 10.2

12.5 11.8 10.6

15.0 14.7 12.5

17.0 16.2 15.0

MULTIPATII FADING ON MARITIME SATELLITE LINKS 327

regarding all the experiments. However, the difference is small, especially
at low elevation angles. Also, from a systems analysis viewpoint, it is
preferable that the generalized model be slightly conservative.

Worst-ease model for smooth sea

A smooth-sea model is used, together with the diffuse multipath model
described in the preceding section, to provide the systems analyst with a
range of possible fading conditions. No directly applicable experimental
results were found. However, since the physics in this case is straightforward,
a theoretical relationship is sufficient. References 2, 18, and 19 describe
theoretical models for the specularly reflected component, and the plots given
here are based on results given in Reference 18.

Reference 18 plots the worst-case fade levels for a number of situations.
Figure 4 is a plot based on results shown in Reference 18 for an isotropic
antenna and illustrates how worst-case specular reflection is affected by
surface roughness. Figure 5 uses the smooth-sea curve of Figure 4 to illustrate
fade depth for different antenna gains. Figure 5 was obtained by computing
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Figure 5. Worst-Case Fade Depth for Specular Reflection: Smooth Sea
Assumed

antenna pattern effects for the gain values illustrated, assuming that the
antennas are pointed directly toward the satellite.

By using Figure 5 to obtain a worst-case fade level for the relatively rare
event of a nearly smooth sea, and by combining this information with results
obtained from the generalized Ricean model (described in the preceding
section) for the usual condition of rough seas, the systems analyst can bracket
the fade amplitudes that will occur over the range of sES antenna gains and

elevation angles of interest.

Time/frequency characterizations

Wave motion and ship motion produce differential Doppler shifts in the
reflected multipath components, and this effect determines important aspects
of the fading process such as the multipath spectrum, fade duration times,
fade rates, and interfade intervals. This section summarizes the results of a
review of experimental fading spectra and fade duration times. Because these
results are difficult to summarize in the form of a generalized model, as was
possible for the fading amplitude statistics, examples of reduced data are
presented and generalizations are made regarding these processes.
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Multipath fading spectrum

The fading spectrum is commonly used to describe the time/frequency
characteristics of the multipath fading process. A number of multipath fading
spectrum measurements have been made for an L-band satellite-to-SES link
[5],[7],[8],[11]-[13],[20],[2l], and these were reviewed to obtain a gener-
alized description. The bulk of the data on fading spectra (from Reference 5)
were obtained for SES antennas having gains in the range of 3 to 13 dBi, at
various elevation angles. Reference 20 also contains a significant amount of
data.

Based on the data surveyed, the maritime multipath fading spectrum
was characterized. The -3 dB bandwidth ranges from values on the order
of 0.1 Hz to values of about I Hz, while the -20 dB bandwidth is usually
within the 3- to 8-Hz range, although its extremes range from slightly below
1 Hz to greater than 10 Hz. This general characterization is qualified as
follows:

a. Within the limits given above, the 3-dB spectral width tends to
become narrower and the 20-dB spectral width tends to become wider
as the elevation angle increases.

b. Generally, a weak relationship exists between sea state and spectral
width, with calm seas producing narrower spectra. In the limit, a systems
analysis should consider the case of a nearly perfectly calm sea where
the spectrum will be very narrow and the fade durations long.

c. Some of the measured fading spectra reviewed may have con-
tained other propagation anomalies, particularly ionospheric scintillation
effects [22].

d. Within the limits given above, the consistency among the exper-
imental results is adequate for systems analysis purposes.

Fade duration times

Although the distribution of fade durations and other characteristics of the
fading process can be approximated from the fading spectrum by using either
analytic or time domain simulation techniques, actual measured data are
preferable. In analysis and simulation techniques, assumptions of stationarity
and a lack of higher order statistics prevent the derivation of an accurate
description of the fading process from the fading spectrum. For example,
periodic effects of both ship motion and wave motion may have a strong
influence on the nature of fades, but may not strongly influence the fading
spectrum itself.
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Only one data source provided reduced fade measurements for an L-band
satellite-tO-SES link in terms other than the fading spectrum [5]. These data
consist of a large number of measurements made at various elevation angles
using several SES antennas that ranged in gain from 3 to 13 dBi. Hagenauer
et al. reduced these measurements to a series of plots that include the
following for each measurement period of about 2 hours:

• fading power spectrum;
• autocorrelation estimate (Fourier transform of the fading power

spectrum);
• distribution function of fade durations, conditioned by the existence

of a fade;
• distribution function of connection durations (where a connection

is the opposite of a fade), conditioned by the existence of a

connection;
• distribution function of fade durations;
• distribution of fade levels;
• distribution of connection levels;
• maximum length of fades;
• maximum length of connections;
• mean length and mean plus standard deviation of fades; and
• mean length and mean plus standard deviation of connections.

A detailed examination of the fade duration distributions of Reference 5
revealed significant variability in the mean and maximum fade duration times
at a given fade depth, even for experiments where differences appear to be
minor. Therefore, it is difficult to generalize the results into a simple working
assumption model, although fade durations tend to be slightly shorter with
increasing elevation angle. This is due in part to multipath spectrum broadening
at higher elevation angles, and in part to the higher Rice factor values that

occur at higher elevation angles.
Table 2 presents a concise summary of fade duration times as obtained

from the data Reference 5, and provides the systems analyst with the range of
fade duration times that can be expected for low-gain antennas (3 to 13 dBi)

at various fade depth thresholds.

Delay spread and coherence bandwidth

The specular and diffuse components of multipath transmission have
propagation times that differ from the direct component and differ from
one another. This delay spread effect has a Fourier transform relationship
to the coherence or correlation bandwidth. Because of the relatively narrow
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TABLE 2. SUMMARY OF MEASURED FADE DURATION TIMES

FADE MEAN FADE MAXIMUM FADE

TIIRESHOID* LENGIII RANGE LENGTH RANGE

(dB) (s) (s)

-2 0.02-0.17 0.3-3.5
-5 <0.01-0.12 <0.01-1.6
-8 <0.01-0.08 <0.01-0.9

* Relative to mean received power.

transmission bandwidths and short differential path lengths that characterize
a maritime mobile satellite link, these effects are usually not important
considerations for commercial maritime transmissions.

Although no directly applicable experimental results were found in regard
to delay spread or coherence bandwidth, Reference 23 gives a simplified
analysis in which an entire coherence bandwidth of I I MHz (or about a
5-MHz, 3-dB bandwidth) was roughly estimated for the system geometry
assumed (a 20-m SES antenna height and a 20° elevation angle).

One experimental result not directly applicable is an aeronautical experiment
described by Thompson et al. (24]. For transoceanic flights, 3-dB coherence
bandwidths of 200 kHz were typically measured for 15° to 30° elevation
angles at a flight altitude of 30,000 ft. Because of extreme height relative to
an ses antenna, the coherence bandwidth was much narrower than for the
maritime case.

For engineering purposes, it can be concluded that the coherence bandwidth
for commercial maritime applications is significantly larger than the signaling
bandwidths, and is probably on the same order as (or somewhat narrower
than) the 15-MHz up- and down-link L-band allocation bandwidths. However,
it is much smaller than the 101.5 MHz that separates the up- and down-link
L-band allocations.

Multipath fading reduction techniques

A number of fading reduction techniques are available to the systems
designer, including polarization shaping, multi-element antenna systems,
forward error correction (FEU) code interleaving, pattern shaping, and
frequency diversity.

Polarization shaping

As described by Reed and Russell (25] and Katz [261, a horizontally
polarized signal is reflected from a smooth sea with a small amount of
attenuation and a phase reversal, whereas a vertically polarized component
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is reflected without a phase reversal, but with a large amount of attenuation
at low elevation angles. In terms of circular polarization, the reflected
component of the same sense diminishes with increasing elevation angle,
while the reflected component of the opposite sense increases with increasing
elevation angle. These differences in the polarization of reflected multipath
components can be exploited to reduce multipath fading by using either

passive or active techniques.

In the passive technique, an antenna that is vertically polarized at low
elevation angles is used to suppress multipath reflections. While such a
solution is not practical for relatively high-gain directional antennas because
of the resultant 3-dB loss in the direct component, it may be relevant to
those antennas that provide hemispherical coverage, such as the low-gain

Standard-C SESs.
With a hemispherical coverage antenna, it is not possible to provide pure

circular polarization coverage over the entire hemisphere. For such an antenna
at low elevation angles, a design in which polarization becomes increasingly
more vertical as the elevation angle decreases may be preferable. In fact,
ground plane effects make this a characteristic of certain hemispherical

coverage antennas.

The optimum transition from circular to vertical polarization for this type
of antenna is a tradeoff between direct component polarization loss and
multipath rejection. Another factor involved in the design tradeoff is antenna
gain vs elevation angle. Assuming a gravity-stabilized platform, the gain
should be low at very low elevation angles, peak at moderately low elevation
angles, and can be reduced at high elevation angles.

Kokusai Denshin Denwa Company, Ltd. (KDD) Laboratories has developed
an active polarization shaping technique to achieve multipath fading reduction.
The polarization ellipse is adjusted so that the antenna polarization is. as
much as possible, orthogonal to the multipath reflections from the sea. In
the implementations described in References 16 and 27, short-backfire and
paraboloidal antennas are fed by a pair of crossed dipoles, with the antenna
ellipticity controlled by a variable phase shifter in the feed of one of the
dipoles. In the process of adjusting the polarization ellipse for optimum
fading reduction, the axial ratio is altered from pure circular polarization to
the point where the polarization loss for the direct component is I to 2 dB.

Although more testing and development are needed before the active
polarization shaping technique can become operational, this technique dem-
onstrates a definite advantage. Table 3 summarizes the KDD experimental
results and shows approximately a I- to 3-dB improvement in 99-percent
fade levels for 10° elevation angles, and from 4- to 5-dB improvement at 5°.
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TABLE 3. SUMMARY OF 99-PERCENT FADE LEVEL IMPROVEMENTS FOR

VARIOUS POLARIZATION SHAPING TESTS

ANIINNA ELILVA nON

GAIN ANGLE

(dRi) (deg) Mont

FADING IMPROVEMENT DUE ID

POI ARI ZATION SHAPING*

(d B)

13 11 2 Receive 2.6

13 11,2 Receive 2,2
15 5 Receive 4.8

t5 5 Transmit 3.9

15 10 Receive 1.1

15 10 Transmit
13 7.2 Receive 4.0

* Includes approximately 1.5-dB reduction of direct signal due to polarization shaping.

Multi element antenna systems design

An SES antenna system with multiple elements can be designed in a number
of ways to protect against fading. The simplest implementation is a switched
spatial diversity scheme in which the elements can either be spaced closely
(in which case vertical arrangements are preferable). or distributed at various
points about the ship. Although the latter arrangement has the advantage of
providing protection against superstructure blockage, the expense of multiple
installation locations and extra cabling will probably make such a scheme
too expensive to be practical.

An array of closely spaced antenna elements can be actively controlled to
provide maximum signal strength, as well as protection against multipath
fading. Such techniques are described in References 23 and 28, where two
schemes are preferred: a self-phasing design (equivalent to maximum-ratio
predetection diversity combining) and a digitally adaptive array controlled
by a microprocessor.

Another approach described by KDD 116],[27] is the maximum-level
tracking method in which a single phase shift value is used in two elements
of a quad-helix antenna (positive value in one element, negative in another)
to control the antenna pattern in the vertical plane. This scheme has been
implemented and tested in a controlled environment (on a beach, with a
signal source located on a hill across a hay). The results have demonstrated
a significant amount of fading reduction as well as enhancement in the
average signal level.

FIEC code interleaving

The use of interleaved FEC codes has been investigated by both DFVLR
[5],161,[29] and COMSAT Laboratories [301. In this scheme, code symbols
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are interleaved at the transmitter and de-interleaved at the receiver prior to
decoding. This process randomizes and spreads out burst errors caused by
deep fades, and thus preserves the error correction features of the code.

Although treated independently of other fading reduction techniques, the
use of interleaving combined with a simple fading reduction technique such
as polarization shaping may be worthy of further investigation. The perform-
ance of EEC code interleaving alone is limited in the maritime channel because
fade durations are relatively long compared to transmission rates and burst
rates, unless complex schemes requiring large buffers are used. Similarly,
the single control element used in the polarization shaping scheme limits
performance in a diffuse multipath environment. However, when the two
schemes are used together, the fading reduction provided by polarization
shaping might permit the use of a simplified interleaving scheme, resulting
in performance equivalent to that of a more complex interleaving technique.

The disadvantage of FEC interleaving is that it uses the time domain and
hence cannot be used for duplex voice communications because of delays

that are on the order of a few seconds.

Pattern shaping

Another fading reduction approach suggested by KDD [16] is based on
the use of an sES antenna having a very sharp cutoff below the horizon, that
is, in the direction of the multipath. For a directional antenna, this approach
requires a highly tapered aperture distribution with resulting low antenna
efficiency. However, this concept may be more applicable to hemispherical
coverage antennas where both directivity and polarization characteristics at
very low elevation angles can be used to minimize fading and maximize

signal levels for relatively low elevation angles.

Frequency diversity

Brief studies of frequency diversity [16],[231 have concluded that this
technique is not practical for commercial maritime applications because the
correlation bandwidth (approximately 10 MHz) is on the same order as the
bandwidth allocated for the maritime mobile service (15 MHz).

Summary and conclusions

Models for the multipath fading process have been presented that are
oriented toward the systems engineer. These include both fading amplitude
and time/frequency models, and are based largely on experimental data.
Additionally, techniques to combat multipath fading that are applicable to
commercial maritime communications links have been surveyed.
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Regarding the Ricean model presented for fading amplitude statistics, the
consistency among several sources of data for sES antennas greater than 10 dBi
and for elevation angles greater than 5° confirms that the Ricean model is
valid in this range. However, less experimental data are available for lower
elevation angles and lower SE5 antenna gains, and the results are not as
consistent. This may be due in part to varying pattern shapes for low-gain
sES antennas. Additional experimental data for these cases would be useful.

Further experimental data would also be useful in measuring the perform-
ance of the various antifade schemes surveyed.

In contrast to the experimentally based and application-oriented models
described in this paper, theoretical models are based on multipath propagation
physics. Of these models, the one described by Karasawa and Shiokawa [2]
appears to be the most detailed and completely developed. However, in its
published form, quantitative fading information for specific antenna gains,
elevation angles, and sea states is difficult to obtain.

The reflections and blockage caused by ship superstructure is an important
topic that has not been addressed in this paper. Much less theoretical material
and experimental data were found on this subject than on multipath reflections
from the sea. Therefore, it is recommended that more emphasis be placed
on this topic in the future.
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20-GHz phased -array-fed antennas
utilizing distributed MMIC modules
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Abstract

This paper describes multiple scanning-beam and multiple fixed-beam antenna
systems operating at 20 GHz which utilize monolithic microwave integrated circuit
(MMtc) modules that provide both RE power and dynamic phase control. Specific
array-fed dual-reflector configurations presented include a phased array feeding a pair
of confocal parabolas for both the scanning-beam and fixed-beam applications, and
a focal-region-fed Cassegrain system for fixed-beam application. A reflector geometry,
feed element, and array design are developed for each configuration, and secondary
radiation patterns are computed to determine the achievable e.i.r.p. levels, sidelobe
isolation, and cross-polarization isolation. The secondary radiation patterns are
calculated using a new method in which the phased array for each scanning direction
is simulated by a fictitious point source, thus performing the ray tracing and surface
current integration in a time-efficient manner. The focal-region-fed Cassegrain reflector
was judged better for fixed multiple-beam applications, while the phased-array-fed,
dual-reflector configuration was chosen for multiple scanning beams. Breadboard
models were fabricated and tested for some of the key elements in the phased-array
design, which included radiating square horn, square orthomode transducer, and a

waveguide-to-MMLC-to-waveguide transition to transform energy in the MMIC devices
to either a waveguide or the radiating horn element.

Introduction

To accommodate the continued rapid growth of communications traffic
(voice, data, and video), satellites will be required to provide increased

339
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capacity. One way to achieve this is to operate at higher frequencies such as
20 and 30 GHz where the allocated bandwidths of 2.5 GHz are considerably

larger than the bandwidths allocated at C-band and K „-band. An even greater
increase in capacity may be possible through advances in frequency reuse
antenna technology.

Antennas that can provide multiple fixed or scanning beams at 20 GHz
and have the potential to provide 6 to 18 times the frequency reuse have
previously been investigated. Ford Aerospace Communications Corporation

(FACC) I II and TRW [2J have examined dual-reflector antenna systems that
can generate multiple scanning or multiple fixed spot beams. Both antennas

are focal -region-fed designs in which far-field beams are generated by clusters
of feeds that comprise part of the total feed array. Scanning in these systems
is accomplished by changing the amplitude distribution in the focal region.
The radiated power for each beam is generated by a single traveling wave

tube ('rwT), which is sized to compensate for any output loss caused by

multiplexers and beam -forming networks (BFNs). New antenna concepts that
can provide a similar number of frequency reuses are described in this paper.
Development of these antennas could provide the capacity required for future
communications satellite systems.

With the advent of monolithic microwave integrated circuit (MMIC)

amplifiers and phase shifters , new satellite architectures which blend both
antenna and transponder technologies will be possible . This paper investigates

such architectures by considering antenna systems that use distributed
amplification and phase control . These antennas provide a number of scanning
and fixed beams with a true phased array to feed a dual -reflector system. In

this concept , all elements in the array (not just a cluster) are used to generate
the far-field beams, and scanning is accomplished by varying the phase taper
across the whole array.

The miniaturization of MMIC amplifiers and phase shifters allows these
devices to be placed directly behind each radiating element , thus minimizing

output loss and offering potential weight and volume savings over the more
conventional approaches investigated in References I and 2. This marriage
of antenna and transponder technologies enables a true systems approach to
be employed in the design of these antennas . The antenna concepts addressed
in this paper could provide for more rapid scanning and a higher e.i.r.p.
level than are achievable with more conventional approaches . With future

developments and improvements in MMIC devices, 20 -GHz phased-array-fed
antenna systems will become operational and will be key contributors to

increased satellite capacity.
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Coverage requirements

Coverage requirements for multiple scanning spot-beam and multiple fixed
spot-beam operations dictate the performance prerequisites of the associated
antenna systems. The angular field of view (FOV) for the coverage area
determines the maximum scan requirements of an antenna system, while the
spacing between frequency reuse beams is the driver for the required antenna
aperture size.

The antennas presented in this paper are designed for continental United
States (eoNUS) coverage from a geosynchronous altitude at west longitudes
of 90° to 105°. Composite antenna coverage is generated by overlaying the
maps at the orbital extremes and applying up to ±0.6° of pitch bias to
minimize the apparent spread of earth locations over the longitude range.
The resulting antenna Fov, shown in Figure 1, is ±3.5° in azimuth and
± 1.5° in elevation. This FOV determines the angular extent over which the
optical system used should provide minimal scan loss.

In Figure Ia, CONUS is divided into six vertical sectors, each corresponding
to one independent scanning beam and resulting in a sixfold frequency use.
Any two adjacent sectors are orthogonally polarized to ensure isolation
between co-polarized beams. The size of the individual scanning spot beams
and their number in each sector are determined by the size of the main
aperture of the reflector system. For example, a 3.8-m aperture will generate
approximately 300 spot beams of 0.3° width for full CONES coverage.

Figure lb depicts the coverage configuration for the fixed spot-beam case
where 18 such beams cover the population centers across the U.S. Each
beam must he isolated from the others either spatially through sidelobe
cancellation or by polarization. Since the angular spacing between two
spatially isolated beams is related to the resolution of the reflector system
[31, the smallest spacing required will determine the size of the reflector's
main aperture. This relationship can be expressed as

100K
Q =

D
(1)

where a is the interzone angular spacing in degrees and D is the required
reflector diameter . This expression has been derived empirically for a 27-dB
interzone isolation and verified on several INTELSAT programs . The Boston-
to-Washington spacing is the closest and will be the driver for the main
reflector size. At 105° west longitude , this spacing minimizes to 0.42°, which
implies from the above expression that a reflector size of 3.58 in (11.75 ft)
will be required.
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Phased-array vs focal -region -fed systems
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With the availability of MMtc modules, new satellite system architectures
based on an array-fed reflector system with distributed RF power may be
attractive alternatives to the conventional focal-region-fed antenna systems
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employed on most existing satellites. Figure 2 depicts two dual-reflector
systems, each capable of forming both fixed and scanning beams but based
on different principles.

he

f _J

F1 _._ -1-F2-I

(a) Phased -Array-Fed Gregorian (b) Focal-Region - Fed Cassegrain
Reflector System Reflector System

Figure 2. Phased-Array-Fed and Focal-Region-Fed Dual-Reflector
Systems

The phased-array system utilizes all the elements in the array to form an
incident wave on the subreflector surface. The subreflector exists in the near
field of the array, and the optics are designed to transform the approximate
plane wave of the array into a magnified version by using a pair of confocal
parabolas (whose optics will be discussed later). A scanned beam is formed
by adjusting the phase shifter setting on each element to vary the phase taper
of the incident plane wave. Large e.i.r.p.'s can be achieved with this system
via distributed amplifiers. For an amplifier with fixed output power, required
RF powers can be obtained by increasing the number of elements in the array.
Since the power amplifier stages are located close to the radiating elements,
complex and lossy feed networks can be used earlier in the array without
severely impacting the overall efficiency of the system. On the other hand,
the amplifier efficiencies at the backed-off levels required for multisignal
operation will affect overall system efficiency.

The focal-region-fed system typically employs an optical configuration
that transforms a spherical wave generated by the feed array into a plane



344 COMSAT TECHNICAL. REVIEW VOLUME 16 NUMBER 2, FALL 1986 I PHASED-ARRAY-ELI) ANTENNAS UTILIZING MMIC MODULES 345

wave in the far field. Scanning beams or multibeams are formed by using
different portions of the feed cluster in the focal region. Cassegrain and
Gregorian reflector systems are likely candidates for the optics. Movement
of the beams in the far field is accomplished by displacement of the amplitude
distribution among a cluster of feed elements. Since a relatively small number
of elements (1. 7, or 19) are typically used to form each beam, large amounts
of RE power cannot be achieved by distributed amplification. Typically, a

high-powered TWT is placed before the BFN. Since the BFN can be quite
complex (depending on the coverage requirement), the TWT must be of
sufficient power to compensate for BFN losses and any additional loss (from
multiplexers, circulators, switches, etc.) between the output of the TWT and
the BFN. In this case, Tw'r efficiency at the backed-off level, along with BEN
losses, are the primary factors in overall system efficiency.

To determine the viability of the phased-array approach with distributed
amplifiers vs the conventional TWT configuration, a system comparison is
performed based on the total De-to-RE efficiency for the scanning-beam case.
Figure 3 presents block diagrams of the power flow for the two approaches.
The requirements for such a case are summarized in Table 1. The Fov is
dictated by the required orbital locations of 90° to 105° W. The minimum
edge of coverage (Hoc) gains assume an antenna efficiency of 60 percent,
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Figure 3
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LOW-LEVEL DC

REQUIREMENTS
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(b) Distributed Amplifier ( Phased-Array -Fed) Approach

Feeding Block Diagrams of Conventional and Distributed Amplifier
Approaches

TABLE 1. SCANNING BEAM ANTENNA SYSTEM REQUIREMENTS

PARAMETER REQUIREMENT

Field of Vicw ±3.5° E.W, ± 1.5° N-S
Main Aperture 2.743-4.267 in
Frequency Range 17.7-20.2 GHz
Bandwidth 500 MHz
Component Bcamwidth (3 dB) 0.4°-0.25°
Total No . of Beams

(6 at any one time)
180-450

On-Axis Peak Gain (T = 0.6) 52.5-565 dBi
Minimum Gain in FOV

(2.5-dB scan loss)
50-54 dBi

c.i.r.p. 67 75 dBW

which is typical for multibeam applications, and an EOC scan loss of 2.5 dB.
Depending on the main reflector diameter, between 180 and 450 beam
locations will be needed to provide the required coverage. At any instant,
only six beams, corresponding to the six sectors, will exist. For comparison,
a baseline 3.81-m (12.5-ft) reflector capable of achieving 53-dBi EOC gain
is chosen. For this reflector, the required e.i.r.p. of 67 to 75 dBW necessitates
between 25 and 158 W of RF power for each beam, with a total requirement
for the six beams of 150 to 950 W.

In the conventional focal-region-fed approach, a Tw-r is assumed to have
35-percent efficiency at saturated output power (based on existing space-
qualified K,-band TWTs). If the total output loss from the I WE to the radiating
elements (defined as L in Figure 3a) is 4 dB based on a 3-dB predicted loss
for the BEN and a 1-dB output multiplexer loss, the resulting RF-to-DC
efficiency for all e. i. r. p. levels will be 13.9 percent. This assumes time-division
multiple-access (TDMA) traffic using a single carrier in each transponder.
Multicarrier operation would require backoff which would significantly reduce
the efficiency. The BFN loss is based on values predicted by FACC and TRW
for their 20/30-GHz antenna I 1], 121. Both loss estimates are considered to
be optimistic, and, depending on the complexity of the system and the
number of beams required, total output losses in excess of 4 dB are likely.

The distributed amplifier approach is assumed to use MmIC modules with
the characteristics listed in Table 2. This configuration uses a 0.5-W MMIC
amplifier module at 15-percent efficiency with a gain of 20 dB at full power.
This efficiency is for multicarrier operation with a carrier-to-intermodulation
ratio of better than 20 dB. Since the amplifiers are placed directly in front
of the radiating elements, as shown in Figure 3b, minimal dissipation of RF
power is incurred. For this comparison, a 0.2-dB insertion loss attributable
to the MMIC transition is assumed at the output of each amplifier.
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TABLE 2. CHARACFERIStICS OF THE PHASE CONTROL AND VARIABLE

POWER AMPLIFIER MODULES

CIIARAU FERISTIC

VARIABLE PHAS!,

CONTROL MODUI1,

VARIABLE POWER

AMPI tFlER MoDULL

Frequency (GHz) 17.7-20.2 17.7-20.2

Impedance 50 If (nominal 50 it (nominal

VSWR Less than 13:1 Less than 1.31

RF Output Power 200 mW at 15% 500 mW at 15%

and Power-Added 125 mW at 12%

Efficiency 5(I mW at 9%
12.5 mW at 67,
0 mW*

Gain (dB) 16 20 (at full power)

Gain Variation (d13) 1.0 (2.5-GHz band) 1.0 (2.5-GHz band)

0.4 (any 500-MHz 0.4 (any 500-MHz

bandwidth) bandwidth)

Phase Shifter: Tinre-delay type

Control 5 bit

Lowest Bit 11 25°

Tolerance -3-

Response Time (ns) 10 to

* Maximum dissipation = 50 mW.

To produce six beams, three for each polarization, a combiner with 4.8 dB
of losses is placed before each amplifier. In this manner, the combining loss
will have only a small impact on overall system efficiency, yet each amplifier
will be operating with multiple carriers. It is also assumed that the BEN is
fabricated in low-loss waveguide, with losses ranging from I to 3 dB, based
on the required number of elements for the 67- to 75-dBW cases.

Table 3 presents a breakdown for the power efficiencies for three levels
of c.i.r.p. The DC-to-RE efficiency is over 14.3 percent for the three cases.
This reduction in efficiency from the maximum of 15 percent is attributable
to the transition loss and the driver tube. The TwT linear drive power required
for each case is less than 1, 2, and 4 W, respectively, well within the range

presently achievable.
This comparison shows that phased-array systems with distributed amplifiers

can be competitive with conventional approaches in terms of total DC-to-RE
efficiencies. It should be emphasized that this conclusion is based on combined
output losses in the conventional systems of 4 dB or more and amplifier
efficiencies in the distributed amplifier system of 15 percent. As amplifier
efficiencies improve, the tradeoff will be even more favorable to the phased-

array-fed systems.
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TABLE 3. EFFICIENCY OF DISTRmut ED AMPLIFIER

PHASED-ARRAY-FED APPROACH

MoD TOTAL

e.i.r.p. GAIN P,,,/BEAM PR,/Moo EFFIC No. Poc/MOD PDc/BLAM** EPPIC

(dBW) (dB )) (W) (W) (°%) ELLM* (W) (W) (%

67 53 25 0.5 15 52 3.3 173 14.45
71 53 63 0.5 15 132 3.3 439 14.35
75 53 158 0.5 15 330 3,3 1,095 14.39

* Assumes 0.2-dB MMIC transition loss.
** Includes RE drive to BEN (driver efficiency of 35%X).

Parameter tradeoffs

Table 2 lists the relevant characteristics of the MM1e modules employed
in the subsequent designs which have an important impact on the design and
performance of the antenna configuration. In addition to the two modules
specified in the table, the existence of a third is assumed, a variable-gain/
variable-phase transmit module consisting of a 5-bit phase shifter and a
variable 0.5-W amplifier. The variable amplifier consists of a fixed-gain,
0.5-W amplifier with an input five-state attenuator.

The appropriate location of the amplifier/phase-shift module for a viable
scanning-beam configuration requires identification. Figure 4 shows two
possible amplifier locations. To provide six independent scanning beams, it
will be necessary to associate a six-way power combiner with each element,

[^- d--.^

ELEMENT

BFN 1

BEAM 1

BFN 6

BEAM 6

Figure 4. Possible Amplifier Locations in a Phased-Array BFN
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as shown, implying that all scanning beams would be co-polarized. A more
likely arrangement would only have three-way combiners at each orthogonally
polarized port of the dual-polarized feed elements.

Each of the six power-combiner ports connects with a BFN which contains

the basic N-way power division to distribute the signal to all elements. For
amplifier location A, the active module must provide an average total power,
P,,, with each of the six carriers (0.2 W/carrier) coexisting in the amplifier.
Since this module is operating as a multicarricr, it must provide linear
amplification with an acceptable ratio of carrier-to-intermodulation product
power of better than 20 dB.

For amplifier location B, the input to each amplifier is a wideband signal.
If this is a single carrier, the amplifier can operate close to saturation;
however, these inputs are usually multiple carriers and similar backoff re-
strictions apply. Because the amplifier outputs must be combined via a six-way
power combiner, five-sixths of the output power will be dissipated in the
isolation resistors that must form a part of the combiner design. Therefore,
each module must initially produce 1.2 W just to deliver 0.2 W to the
radiators. For a system in which cross-polarized beams are used, two-thirds
of the output power will be dissipated in a three-way combiner, which will
require each module to produce 0.6 W in order to deliver 0.2 W.

One of the configurations investigated relied on using only the variable-
phase control module specified in Table 2. However, use of this module in
a configuration such as that shown in Figure 4 presents a dilemma. Since
the amplifier and phase shifter sections are an integrated unit, it must he
decided which location. A or B, is most appropriate. From a power efficiency
viewpoint, the previous discussion has shown that location A is more
appropriate. On the other hand, to provide independent scanning control for
each beam, the phase shifter must be placed at location B. This particular
module is not optimum, as the combiner losses are encountered after
amplification. A more optimum design would separate phase shifting and
amplifying.

In addition to the limitations imposed on the array design by the amplifier
modules, the discrete 5-bit phase-shifting module will impose a limitation
on the element size used in the phased array. Two conditions limit element
spacing, d, in the phased array: the available phase increment associated
with scanning step requirements and the grating lobe appearance in the
scanning range. The parameters are defined as follows:

fl, f = lowest and highest frequency of operation
0, = Ogle, = 3-dB beamwidth in the main reflector far field
M = magnification factor (confocal paraboloid optics)
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K = overlapping ratio of the 3-dB beam contours
AO = scanning step in the array far field

d);,,° = smallest available phase increment, including phase shifter errors
0, = scanning range in the main reflector far field

The scanning step, A0, is given as AO = KMO„ where K is the overlapping
ratio and depends on the array lattice. The scanning step must be greater
than or equal to the corresponding step achievable through the minimum
phase increment. This leads to (2ard/k) sin AO > thereby setting a
lower limit for the element spacing, d. This expression is valid for small
angles of scan from broadside, resulting in

d ^ 4I;
X 27 sin KMO,

(2)

The upper limit of element spacing is set by the grating lobe criterion. To
have the scanning domain free of grating lobes as the main beam scans the
CONES coverage region requires 2 sin (MO,) < kid, which leads to

d I

X 2 sin (MO,) (3)

Equations (2) and (3) give upper and lower bounds on the element spacing.
For narrow beams and small scanning angles, the condition for array
realizability can he written as

180 sin (KMO,) 180 sin (KO3)

sin (M0,) sin 0, deg (4)

Since K0, denotes the scanning step and 20, is the total scanning range,
equation (4) indicates that for a realizable system, 360/(number of
scanning steps in the scanning range).

For the 5-bit phase-shifter module assumed in Table 2, the smallest phase
shift is specified to be 11.25°. Figure 5 is a graphical representation of
equations (2) and (3). Parts a and b of the figure are based on an 11.25°
increment, a triangular lattice arrangement as shown, and assumed 3-dB
beamwidths (0,) of 0.3° and 0.4°, respectively. Figure 5 demonstrates the
narrow bound imposed on the element size and spacing as a function of the
optics magnification. For all the designs subsequently discussed in this paper,
element sizes within the constraints of equations (2) and (3) have been used.
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Figure 5. Upper and Lower Bounds on Element Spacing

Phased -array-fed con focal system

An offset near-field Gregorian reflector system with a phased-array feed
has been designed for a multiple scanning-beam coverage over CONUS. The
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key components of this design are the reflector optics, the array configuration,
and the BFN. The design of each of these components and system performance
are discussed in the following subsections.

Reflector optics

The reflector system used in this application comprises two offset confocal
paraboloids which act as a magnifier of a properly placed feed system
illuminating the subreflector (Figure 2a). The phased-array feed system is
placed so that the subreflector is in its near field and in the vicinity of a
conjugate point of the system [4]. The conjugate points in an optical system
are defined so that rays originating from one point are transformed by the
system into rays that pass through another point. Magnified field distribution
of the phased-array aperture is recreated approximately in the main aperture.

The main optical parameters in the design of the confocal reflector
system are magnification factor, the ratio of focal length to aperture diameter,
array location, and offset height. Selection of each of these parameters is
described below.

MAGNIFICATION FACTOR

The magnification factor, M, is defined as

M = D,ID„ = 0,16, (5)

where 9„ is the array scan angle corresponding to the main reflector scan
angle, B„

It is desirable to have a large M in order to make the phased array physically
small. However, a large M means a higher scan loss, a higher sidelobe level,
and larger aberrations since the array has to scan to a larger angle (MB,).
Scan losses for different values of M are shown in Figure 6. The subreflector
size and focal length are tied to M through the primary reflector size and
focal length. If a small M is used, significantly less beam degradation is
achieved, but the subreflector size usually becomes impracticably large for
a given primary reflector size. A tradeoff among the various parameters
suggests that M lies between 3 and 4 for the present application. The final
choice of M is dependent on the phased-array design requirements discussed
in the next three subsections.

RATIO OF FOCAL LENGTH TO APERTURE DIAMETER

In a paraboloidal reflector system, the degradation of a scanned beam is
determined by the amount of phase aberration, which is proportional to the
focal length and inversely proportional to the aperture diameter, DP, of the
parent parabola where DP = 2(DI + h,). Thus the ratio between the focal
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Figure 6. Scan Loss vs Scan Angle for Confocal Systems

length and the aperture diameter characterizes the scan performance of a
paraboloidal reflector system. As shown in Figure 6, the larger the ratio, the
lower the scan loss. However, a large ratio necessitates the use of a large
subreflector to minimize spillover. This ratio is also limited by the maximum
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available space for the antenna system. A tradeoff between scan loss and
antenna size suggests a focal- length-to-aperture -diameter ratio of 0.4.

ARRAY LOCATION

The placement of the array for maximum illumination efficiency is
determined by the conjugate points of the system, which are the centers of
the main reflector and the array. A good estimate of the array location for
limited scan angles can be given by the distance between the array center
and the subreflector center

L-R` M
(6)

where R, is the radial distance from the focal point to the center of the
subreflector. The final location of the array is determined by minimizing
spillover without blocking the ray paths between the two reflectors.

OFFSET IIEIGIIT

For parabolic reflector systems, a large offset height produces a high cross-
polarized component. Therefore, the lowest offset is chosen for both reflectors
which creates no blockage by the array or the subreflector.

The final optical design is determined after the necessary tradeoffs. The
various parameters that define the geometry of Figure 2a are listed in
Table 4.

TABLE 4. ANTENNA PARAMETERS FOR NEAR-FIELD GREGORIAN SYSTEM

PAR AMFTER DIMENSION

D, 271.3 cm
h} 323.5 cm
h, 133.1 cm

Dz 134.6 cm
F. 91.1 cm
h, 7.4 cm
D, 76.0 on

PARAMETER DIMENSION

h, 36.7 cm
L 134.6 cm

B„ 45.11°
0 , 23.25°
02 64°
M 3.6

Phased -array design

The basic parameters in the phased-array design are the element type and
shape, total array size, number of elements, lattice arrangement, periodic
spacing between the elements, and amplitude and phase distributions. Many
of these parameters are interlaced to satisfy certain requirements so that
choosing one parameter leads to determining the rest.

M + I
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A square pyramidal horn is chosen as the array element, lending itself for
use in both orthogonal senses of polarization and filling the aperture optimally
for highest gain. The taper angle and length of the horn are chosen to produce
a uniform phase front at the horn aperture and to eliminate the TMIZ mode,
which would cause the array to be blind at some scan angles.

A primary reflector size of 2.713 m will have an approximate far-field
beamwidth of 0.4°. For the phased array, a triangular lattice arrangement is
chosen because it offers fewer component beams, with beam overlapping to
ensure that no point within CONUS falls outside the 3-dB beamwidth.

The periodic spacing, d, between elements is determined by satisfying the
two conditions of equations (2) and (3). A magnification factor, M, of 3.6
is selected which is well within the range of 3 to 4 determined by optical
considerations. The grating lobe condition requires that d not exceed a
maximum of 2.3K. If a 5-bit phase shifter is used = 11.25°), the
minimum value ford is 1.6K. A 2X (3.166-cm at band center, 18.95-GHz)
square aperture size with a wall thickness of 0.508 min is chosen for the

array element.
For a magnification factor of 3.6 and a main reflector diameter of 2.74 in

(9 ft), the approximate size of the array is 76. I cm in both dimensions. With
an element spacing of 3.266 cm, the number of elements in the array is
determined to be 576 (24 x 24), as shown in Figure 7. The total array size
is 78.38 x 80.03 cm. The elements are arranged in a triangular lattice with
a half-element offset between elements in alternate rows. The y-axis is

3.27 cm

w

w

24 ROWS

Y

1
78.39 cm

80.03 cm

NORTH SOUTH

Figure 7. 576-Element Phased-Array Design

24 ELEMENTS
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parallel to the offset direction of the dual-reflector system, which is also the
east-west axis of the spacecraft.

The 576-element array satisfies the e.i.r.p. requirements with enough
margin if the elements are excited uniformly. However, this produces sidelobe
levels which are higher than desirable. In order to achieve a co-polarization
isolation of 27 dB between the two nearest sectors having the same
polarization, an amplitude taper must be introduced. A 30-dB Taylor
distribution is used in the east-west direction. In the north-south direction,
uniform distribution is maintained since no isolation is needed. The tapered
excitation results in lower aperture and power efficiencies. The average power
per element using the combined 30-dB Taylor/uniform distribution is about
50 percent of the maximum available power, or 0.25 W. This produces the
required e.i.r.p. with co-polarization isolation greater than 27 dB.

Beam-forming network

Six simultaneous scanning beams, one each for the six equal sectors of
coNUS, are generated by the BEN shown in Figure 8. Each beam is produced
by a 1-input, 576-output power-dividing network (PDN). A low-power,
variable-power amplifier (vPA)/variable phase-shifter (vps) MMIC module is
connected at each output of each PDN. The corresponding module outputs of
three PDNs are combined and then connected to high-power VPA MMIC
modules. The same is done with the other three PDNS. The corresponding
VPA outputs are connected to the orthogonal ports of orthomode transducers
(oMTs) which feed the array elements. The phase-shifter part of the vPA/vps
modules sets the proper phase gradient for scanning the beam, while the
amplifier part sets the 30-dB Taylor distribution.

Performance of the phased -array-fed confocal system

The final design of the complete system of 24 x 24, 2K waveguide
elements was evaluated. Figure 9 shows a number of scanned beams (2-dB
contours calculated at 18.95 GHz) generated from an array with a
30-dB Taylor distribution in the east-west direction and uniform distribution
in the north-south direction. The various beams show the scanned positions
when the element phase shifts are incremented by 11.25°. The angular
dimensions of CONUS, as viewed from the satellite, are 6.6° E-W and 3° N-S.
The no-scan position of the array is biased 0.15° to the west to make the
scan loss almost equal at the east and west extremities, resulting in a scan
extreme of 3.15° to the west (scan loss = 1.54 dB) and 3.45° to the east
(scan loss = 1.86 dB). Scan step in the far field is 0.25°, which corresponds
to 0.9° for the phased array. Figure 9 also shows a cluster of beams around
the unscanned position and beams scanned to the northwest, northeast,
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southeast, and extreme north positions. The level of complete contour overlap
between three adjacent beams on a triangle is about 2 dB.

Isolation between the two nearest co-polarized sectors is determined by
scanning the beam to the edge of the westmost sector and observing the level
of sidelobe falling in the other sector. Because both the amplifiers and phase
shifters are digitally controlled as outlined in Table 2, only limited quantization
levels are used in the calculations. It is observed that the choice of quantization
levels of the amplifier outputs could yield the desired co-polarization isolation.
Figure 10a shows one case in which a 30-dB Taylor distribution at one set
of quantized levels (1. 0.75, 0.5, 0.25, 0) resulted in 27-dB isolation for the
worst case (105°W). As shown in Figure 10b, about 33-dB isolation can be
achieved with an ideal continuous 30-dB Taylor distribution.

Focal -region-fed Cassegrain system

For the generation of multiple, fixed spot beams, the focal-region-fed
Cassegrain system was preferred 15] over the phased-array-fed configuration
because of its simplicity in both optical arrangement and feed array design.
In a focal-region-fed system, each spot beam corresponds to a feed clement
or a cluster located in the vicinity of the focal point. By displacing the feed
elements, multiple scanned beams can be generated in a straightforward
manner. Even though beam degradation due to optical aberration occurs
when a feed is defocused, the offset Cassegrain has been proven to perform
well for small to medium scanning applications.

Reflector configuration

Figure 2b shows the geometry of the antenna configuration. The main
reflector is a parabola and has a circular projected aperture of 271.3 cm,
a focal length of 335.28 cm, and an offset height of 142.5 cm. For a
reflector with this size, the beamwidth is approximately 0.4° at 20 GHz.

The subreflector is a section of a hyperboloid with a circular projected
aperture of 116.8 cm. The focal lengths of the subreflector (114.3 cm
and 63.5 cm) result in a magnification factor of 1.8. The offset height is
67.3 cm and the clearance angle is 3.49°. The offset height and the diameter
of the subreflector are chosen to minimize the spillover for the maximum
scan angle while maintaining a blockage-free configuration.

The subreflector parameters were determined based on a tradeoff study of
the magnification factor and the focal lengths of the hyperboloid vs antenna
gain under the constraint that a blockage-free condition must be maintained.
For a hyperbolic subreflector, the magnification M, which is defined as the
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for large scanning; therefore, a small to moderate magnification is recom-
mended to reduce scan loss. On the other hand, a small magnification system
requires a relatively large subreflector, which may cause blockage problems.
By placing the focal points closer to the subreflector (i.e., decreasing F,),
the subreflector size can be reduced while keeping a fixed magnification.

Table 5 summarizes the geometries of the Cassegrain systems with various
magnification factors. All the systems have the same main reflector mentioned
above. The table reveals that the system with the smallest magnification
(M = 1.5) has the largest subreflector. On the other hand, the system with the
smallest M also has the highest gain at boresight, as indicated in Figure 11.
For a small-M system, the spacing between any two horn elements is also
reduced (i.e., the size of the horn element is small), resulting in more
spillover and less gain. In general, for the same value of FI, the spacing
between two feed elements corresponding to two scanning directions is
proportional to the magnification. As a result of the tradeoff study, the final
design configuration is chosen from the smallest magnification that offers the
highest gain and meets the isolation requirement.

TABLE 5. COMPARISON OF CASSEGRAIN SYSTEMS

M F, F D,

(cm) (cm) (cm) (cm)

1.5 106.7 71.1 136.1
1.8 114.3 63.5 120.7

2.0 118.4 59.2 113.5

2.5 127.0 50.8 100.6
3.0 133.4 44.5 91.9

AZIMUTH (deg)
MAXIMUM GAIN = 52.07 dBi

(b) Using Continuous 30-dB Taylor Levels

Figure 10. Sidelobe Isolation for Worst-Case Scanned Beam

ratio of the longer focal length to the shorter one, is proportional to the
curvature of the surface. This proportionality becomes obvious when M is

expressed in an alternate form as M = (e + 1)1(e - I), where e is the
eccentricity of the hyperboloid. A large surface curvature causes the reflected

energy from the surface to be more spread out than for smaller surface

curvature. This greater spread increases the main reflector spillover, especially
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Figure 11. Scan Curves for Cassegrain Antenna Systems
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Feed -array configuration

In a reflector antenna system, gain and beamwidth performance are normally
governed by reflector size. However, feed design is essential to sidelobe
control and beam shaping to meet optimal coverage and beam isolation
requirements. For the fixed spot-beam application, the Boston, New York
City, and Washington, D.C., region has the most stringent isolation require-
ments because the separation between the two cities sharing the same
polarization is very small. In order to obtain good isolation between any two
co-polarized beams, instead of single feed elements a cluster feed is used to
generate each spot beam, offering the freedom to adjust the power distribution
of the component beams and thus control the sidelobe levels and increase
isolation. Furthermore, because these three cities are so close together, horn
sharing must be utilized between the elements in different clusters to maximize

the feed cluster aperture.
In general, a higher peak gain can be achieved in a reflector system fed

by a square horn than in one fed by a circular horn with the same dimension.
It can be shown that the gain for a square-horn-fed system is approximately
0.5 dB higher than that for a circular-horn-fed system for a wide range of
horn sizes. In addition, a square-horn cluster allows finer aperture distribution
control because of the greater number of horn elements in a cluster. Therefore,
for linear polarization applications, it is advantageous to use square or
rectangular horns, either as individual feed elements or as clusters.

As shown in Figure 12, the cluster design using square horns consists of
nine elements with the same aperture size and overlapping clusters. Four

WASHINGTON, D.C.

BOSTON

Figure 12. Feed Cluster Design for Boston, New York Cur, and

Washington, D.C., Fixed Spot Beams
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horns are shared by two adjacent clusters and one horn by all three clusters,
maximizing the horn aperture size and consequently improving both gain and
beam isolation. Since the New York beam uses orthogonal polarization, the
horn shared by these three clusters must transmit one signal with one
polarization and two signals with the orthogonal polarization.

Antenna performance

To demonstrate the validity of the antenna design, the contour patterns of
certain cities are calculated. In computing these scanned beams, the boresight
of the antenna is located at Oklahoma. or more precisely, 0.99° cast and
5.65° north of the subsatellite point of a satellite at 105° west longitude. The
boresight was chosen to minimize the amount of scanning for these beams
while ensuring that the spot beams on the West Coast achieve the same level
of isolation. Consequently, the San Francisco beam was also calculated, in
addition to the three most critical beams on the East Coast, to demonstrate
the antenna performance on the West Coast. All patterns are calculated at
the midband frequency of 18.95 GHz.

Figure 13 shows the co-polarization patterns for the Boston, New York
City. and Washington, D.C., coverages. As seen from the contour patterns,
all three beams meet or exceed 30-dB isolation from the adjacent cities
employing the same sense of polarization. The coefficients used to optimize
these beams are quantized in accordance with the gain level specification of
the VPA module and the phase-step increment of the vrs. Table 6 lists the
coefficients for these three beams, and Table 7 shows the performance
achieved by this design for the three East Coast cities, as well as for
San Francisco.

-Prototype array element

To demonstrate the feasibility of the phased-array design mentioned in
previous sections, the phased-array element shown in Figure 14 was built
and tested. The element comprises several key components, including the
radiating element (a square horn), an Gorr, and arectangular-waveguide-to-M M Ic
transition. Array performance was demonstrated using a scaled K, band
version upon which extensive measurements were made [5].

Square-horn radiating element

As pointed out, the square aperture dimensions of the horn are limited by
the phase-shifter increment and the grating lobe locations in the array pattern.
An aperture dimension of 2k at band center (18.95 GHz) satisfies these
requirements. The horn taper is determined by the mode content requirements
and allowable phase errors at the horn aperture. The mode content contributes
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TABLE 6. COEFFICIENTS FOR WASHINGTON, D.C., NEW YORK CITY,

AND BOSTON BEAMS

COMPONENT WASHINGTON, D.C. NEW YORK CITY BOSTON

BEAM

NUMBER AMPLITUDE PHASE AMPLITUDE PHASE AMPLITUDE PHASE

I 0 0
2 0.32 56.25
3 0.16 33.75
4 0.5 0
5 1.0 0 0.32 180
6 0 0 0.32 67.5
7 0.32 0
8 0.32 -56.25 0.32 90
9 0.32 -45 1.0 0 0.32 -135
10 0.32 22.5

11 0.32 0
12 0 0
13 0 0

14 0.16 0
15 0.32 45

16 0.5 -11.25 1.0 45

17 0.5 -11.25 0.5 11.25

18 0.5 -101.25

19 0.32 22.5 0.32 -78.75

TABLE 7. ANTENNA PERFORMANCE AT SELECTED CITIES

CITY e.i.r.p.

EDGE

GAIN

CROSS-

POLARIZATION ISOLATION*

Washington, D.C. 50.33 50.6 37 30
New York 50.02 50.2 37 32
Boston 49.91 50.1 36 30
San Francisco 48.96 49.2 44 32

* Sidelobc level at the closest co-polarization city.

to the existence of blind spots in the array pattern, but these can be eliminated
if the horn taper and length are chosen to effectively short-circuit the TMI,
mode at the aperture [6].

Orthomode transducer

An OMT is used to feed the radiating element with dual polarization. The
two perpendicularly polarized signals are fed through the shunt and the back
(or through) ports of the OMT. Both input ports have standard rectangular
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waveguide cross sections. The hack port is matched to the square cross
section of the OMT through a two-section, quarter-wavelength transformer.
The measured performance of the fabricated OMT shows a return loss of more
than 20 dB, port-to-port isolation exceeding 45 dB, and an insertion loss of
about 0.08 dB across the full band of 17.7 to 20.2 GHz.

MMIC-to- waveguide transition

The MMIC-to-waveguide transition is a critical element in systems that use
distributed power and phase control, since energy must be efficiently
transitioned in and out of the MMIC circuit. Two techniques for such transitions
exist in the literature: one using a ridged waveguide transformer 171 and the
other an antipodal finline transition 181. The ridged waveguide technique has
the advantages of low loss and broad bandwidth but suffers from a complex
mechanical structure and difficult assembly. The antipodal finline structure
is also broadband and low loss but does not allow easy access to ground.
Both have the additional drawback of allowing transmission in only one of
the two possible orthogonal modes.

In the new MMic-to-waveguide transition designed for the present appli-
cation, the MMI( circuit is mounted on a dielectric (beryllia) substrate which
includes matching and bias circuits. The substrate assembly is mounted in
the E-plane of the rectangular waveguide section. Two orthogonal transition
circuits can be mounted in a square waveguide to provide dual polarization
operation. Mode isolation in this case depends on control of the mechanical
and physical parameters of the structure.

The printed circuit on the dielectric substrate is divided into three subcircuits,
as shown in Figure 15: a unilateral finline transition from waveguide to slot
line delineated by the sections labeled I through 4 in the figure, a balun to
convert the balanced slot-line mode to the unbalanced microstrip or coplanar
waveguide (cpw) on the MMIC, and the MMIC circuit which is either soldered
or epoxied onto the surface of the substrate.

Figure 16 shows a disassembled rectangular waveguide transition. The
measured performance of this transition is shown in Figure 17. The insertion
loss is approximately 1 dB over the 18.5- to 19.5-GHz range. This includes
0.4 dB for the 50-11 line which is inserted to simulate the MMtc module,
plus the input and output transitions which are 0.3 dB each. The return loss
over this same range is better than 15 dB and is about 25 dB at 19 GHz.
The isolation between input and output was measured by removing the input
and output ribbons. The resulting coupling, -30 dB, is caused primarily by
leakage through the waveguide beyond cutoff in the vicinity of the 50-fl
microstrip line. It should be mentioned that the bandwidth restrictions of the
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SECTION NO.

1 I 2 3

I

12.7 mm

J

25.4 mm

Figure 15. Circuit of MM/C/Waveguide Transition

transition are dictated by the stepped transformer sections in the circuit used
to match the 50-51 line to the waveguide impedance. A continuously tapered
transformer design may increase the bandwidth to nearly the full 2.5 GHz.

Phased array element

The complete phased-array element consists of the radiating horn fed by

the GMT, which in turn is fed through the two orthogonal ports via waveguide

sections containing the MMIC amplifier modules. Assembly of the horn, the

OMT, and two transitions results in the phased-array element shown in

Figure 14.

The overall performance of this breadboard element was measured.
The return losses, port-to-port isolation, and insertion losses are shown in
Figure 18. Because of the limitations of the mmlclwaveguide transitions, the
bandwidth of the whole phased-array element is reduced to about 1 GHz for
a return loss of better than 15 dB. The port-to-port isolation is higher than
47 dB across the full band. However, the insertion loss without the radiating
horn is about 1.1 dB across a 1-GHz bandwidth. This loss reflects mainly
the 5041 line loss inside the transition, as pointed out earlier.
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Figure 17. Measured Performance of MMIC/Waveguide Transition I Figure I8. Measured Performance of Breadboard Array Element
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Conclusions

The results presented in this paper substantiate, both by analysis and
hardware demonstration, the feasibility of phased-array-fed dual-reflector
systems with distributed power and phase control. The conclusions drawn
from this study are based on a detailed examination of multiple scanning
spot-beam and multiple fixed spot-beam designs.

The multiple scanning beam antenna design that was developed utilizes a
576-element phased array. It provides six simultaneous scanning beams and,
with an appropriately sized main reflector, is capable of meeting high isolation
and e.i.r.p. requirements.

For multiple fixed spot-beam configurations, the 576-element phased-array-
fed design was considered in addition to a more conventional focal-region-
fed Cassegrain system which utilized nine-horn clusters to generate the fixed
beams. With an appropriately sized main reflector, both designs were capable
of meeting the isolation and e.i.r.p. requirements. The Cassegrain design,
which used an undersized 2.76-m (9-ft) reflector, was preferred for the
multiple fixed spot-beam configuration and was still able to achieve 30 dB
of co-polarization and cross-polarization isolation between Boston and
Washington, D.C., by optimizing the feed element, feed locations, and
excitations. This configuration also used a relatively simple BFN compared
to the complexity of the corporate-fed configuration for 18 fixed beams.

Several key hardware elements were designed, built, and tested during
this study. One was a waveguide-to-MMIC transition, a critical element in
systems that use distributed power and phase control since energy must be
transitioned into and out of the MMIC circuit efficiently. The new design
showed good performance over a 1-GHz bandwidth with a maximum insertion
loss of 0.3 dB.

A phased-array element incorporating the waveguide-to-MMIC transition
was also fabricated. It consisted of a square pyramidal horn, an OMT, and
two rectangular waveguide-to-MMIc transitions. For the dual-polarized ele-
ment, the rectangular waveguide transitions are connected to the two arms
of an OMT that feeds the radiating horn. Cross-polarization isolation is also
provided through the OMT. Measurements of return loss, insertion loss, and
isolation all showed good results.

In conclusion, this study has demonstrated the performance achievable
using an array-fed, multibeam, dual-reflector system. The results obtained
reveal the advantages of using distributed power and phase control via MMIc
modules, as compared to conventional systems, when high efficiency, high
e.i.r.p., and rapidly scanned multiple beams are required.
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Abstract

Three multiplexed analog component (MAC) television formats are compared by
analysis and computer simulation to evaluate Psi ix, transmission performance over
satellite channels. The three formats use different luminance/chrominance compression
ratios of 5:4/3.75:1, 4:3/4:1. and 3:2/3:1. Analytical models are developed to predict
luminance, color-difference, and color-component signal-to-noise ratios (S/Ns) in the
presence of thermal noise. Distortion due to filter truncation is predicted on the basis
of simulated RF spectral distributions for different values of the peak-frequency
deviation. Full-channel simulations resulted in reasonable agreement between the
predicted and simulated S/N values.

Predicted differences between systems are small and within the accuracy range of
laboratory measurements. Although final conclusions must be based on subjective
testing, the work was useful in identifying the sources of transmission impairments
and the tradeoffs among various transmission parameters.

Introduction

The multiplexed analog component (MAC) transmission format has been a
candidate for use in television transmission by satellite since the concept was
proposed in the early 1980s [1]-15]. This technique offers the potential of
higher picture quality-primarily due to freedom from the artifacts inherent
in the National Television System Committee (NTSC) format with its color
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subcarrier-as well as the possibility of improved performance at or near
threshold and increased tolerance to the over-deviation as routinely utilized
for transmission of TV signals by satellite. The intermediate digital stage of
signal processing makes the format well suited to secure scrambling techniques
and permits the inclusion of multiple high-quality audio and data channels.
In addition, this technique fits easily into a variety of enhanced TV transmission
formats, including those which increase the perceived definition and/or allow
for changes in the aspect ratio of the TV picture. For these reasons, the MAC'
format remains of considerable interest for TV transmission by satellite;
hardware development, testing and experimentation, and standards formu-

lation continue to be active areas of investigation [61-1221.
This paper compares the relative performance of three MAC [41 formats

for conventional 525-line, 60-Hz Tv transmission via satellite. The three
formats are similar in that luminance and alternate R-Y and B-Y color-

difference signals are compressed and inserted into a time-multiplexed format
during each scan line. The formats differ in the choice of compression ratios
for the luminance and color-difference signals (luminance compression ratios
of 5:4, 4:3, and 3:2 with corresponding chrominance ratios of 3.75:1, 4:1,
and 3:1).* Analysis and simulation are used to compare the relative
performance of the luminance and chrominance channels of the three systems,
which trade off signal-to-noise ratios (S/Ns) between components through

the selection of compression ratios.
Estimates are obtained for output S/Ns or signal-to-noise-plus-distortion

IS/(N + D)] ratios based on the transmission of relatively simple color-bar
and multiburst test patterns. Output signal-to-thermal-noise ratios are derived
using an analytical model and other sources of impairment are investigated
using a software simulation model 1231. Although limited in their applicability
to actual picture information, the results give insight into the sources of
performance degradation experienced when the MAC format is transmitted
over the bandwidth-limited satellite channel. The results also allow the three
systems to be compared on a relative basis, although final conclusions must

await side-by-side subjective testing.

* These choices of compression ratios correspond generically to systems considered
by several organizations during 1983-1984. The 4:3/4:1 system is an N-MAC prototype
developed at COMSAT Laboratories for Satellite Television Corporation during that
period. The 5:4/3.75:1 system corresponds to the time-multiplexed components
system developed by CBS [6]. The 3:2/3:1 system embodies the compression ratios
used in the C-MAC [21, oil-MAC 1211, and B-MAC [101 systems, developed respectively
by the Independent Broadcasting Authority. Telediffusion de France and others, and
Scientific Atlanta/DVS.
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This work indicates that the objective (calculated or simulated) S/Ns of
the three systems examined differ very little, and all are highly dependent
on the parameters and assumptions used in the models. These variables
include: the luminance filter, the chrominance filter used at the transmitter
and the receiver, the pre-emphasis/de-emphasis network used, the definition
used for 75-percent color bars, and the scaling of transmitted luminance and
color-difference signals used prior to selecting the peak frequency deviation
of the transmitter.

Analytical model for TV transmission

One measurement used to evaluate television transmission formats is output
S/N, which represents the relative amount of noise and distortion in the
received picture. For high-quality television transmission, weighted output
S/N in the region of 40, 50, or even 60 dB is required, depending on the
disposition of the material (for example, if it is intended for direct viewing
or for rebroadcasting).

Output S/N is also an important measure in evaluating different MAC
formats and in comparing MAC to the conventional NrsC format. Some of
the definitions and conventions established for composite signal NTSC
performance can be applied to the MAC format. However, new definitions
and standards are needed in certain areas. For example, because the MAC
luminance and color-difference components are easily separable, it is straight-
forward to compute separate luminance and chrominanceS/Ns. This separation
is not made with the NTSC format, and evaluation is based on a composite
S/N. For the MAC format, separate luminance and chrominance S/N calcu-
lations illustrate the tradeoffs available in MAC by using different compression
ratios and post-detection filtering for the two components, hence achieving
different output S/Ns for the luminance and chrominance.

With component systems, the trend is to decompose the signal still further
into its three primary colors, red, green, and blue (R, G, and B) as monitors
become available to accept such inputs. This decomposition leads to a more
basic input/output transmission model resulting in three output S/Ns, one for
each of the primary colors. These three ratios are used here only for relative
comparison. The use of R, G, and B S/Ns is somewhat controversial, and
new standards, test procedures, facilities, and particularly subjective testing
are needed in this area.

A review of SIN definitions for NTSC

Definitions for output S/N of the NTSC format are reviewed briefly, first
without pre-emphasis/de-emphasis and subjective weighting and then with
these two modifications.
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OUTPUT S/N WITHOUT PRE /DE-EMPHASIS AND SUBJECTIVE WEIGHTING

For the conventional NTSC format , output SIN is defined as 1241

1
SIN - -

[Vpk -pk]2

2 mean square error
(1)

The NTSC peak-to-peak voltage includes the synchronization pulse at a

level of -40 IRE units so that Vpk-pk = 140/100 Vpk,,k (luminance only)

-= A Vpk pk (luminance only) and

SIN = [Vpk_pk(luminance)12

mean square error
(2)

Similar definitions remain to be established for the MAC format.
Output SIN for the NTSC format is defined in terms of the peak-to-peak

luminance voltage divided by the mean square noise at the output of the
cascade of FM demodulator, de-emphasis network, and subjective weighting
filter. The back-to-back TV transmission channel can be modeled, as shown
in Figure 1, by ideal voltage-to-frequency conversion at the transmitter,
thermal noise addition, and ideal frequency-to-voltage conversion at the
receiver. The black-to-white luminance ^ transition at the output of the
demodulator can be equated directly to y

^
2OFpk, where NFpk is the peak

frequency deviation of the transmitter, so that the "signal" term in
equation (2) is [Vpk-pk (luminance)]'- = 2AF2pk.

The power spectral density of the noise out of the ideal FM demodulator
is shown at the right of Figure 1. The noise power at the output of the FM
demodulator with bandwidth fn [equivalent to mean square error, e2, in

equation (2)] is e'- _ (N,IC)(f,'„13), whereby

I Fp- 2 C 1
SIN=fi\fn J (3)
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}W

where (OFpklf) = ratio of peak frequency deviation to highest baseband
frequency (usually referred to as the modulation index)

C/N„ = carrier power-to-noise density ratio at the input to the
I I

FM demodulator 0 0
0
0

= maximum baseband frequency of the modulating signal.
o_ v

^a

a
N

2
0

OUTPUT SIN WITH PRE/DE-EMPHASIS AND SUBJEC'TIVE WEIGHTING

Pre-emphasis introduces variable gain vs frequency, which is compensated

for at the receiver with a matching dc-emphasis network. Received noise is



380 COMSAT TECHNICAL. REVIEW VOLUME 16 NUMBER 2, TALI. 1986

also operated on by this de-emphasis network, reducing its mean square
value. To account for the de-emphasis function with transfer function" D(f ),

the mean square error calculation is modified to give

N f„

Eo Gf f2D(f)df (4)

Additional weighting can be applied to the integration of the noise power
to account for the subjective effect of noise in different frequency bands on

human observers 125 1 . Applying the subjective weighting curve, W(f ),

yields the weighted noise

_
Efjw =

N
C 2D(.f) W(f)df . (5)

Comparing the mean square error E2 to Euw gives a de-emphasis plus
subjective weighting improvement, 10 log10 (E'-/€,w), of almost 13 dB for
the NTSC format. In the following, the monochrome NTSC subjective weighting
curve in Figure 2 is applied, with suitable frequency scaling, to both the

THREE MAC TV TRANSMISSION FORMATS 381

luminance and chrominance components of the MAC format. This assumption
was made because of the lack of subjective weighting curves for MAC
systems.

S/N calculations for the MAC format

In the following subsections, SINS are derived for the components
transmitted in the MAC format.

MAC LUMINANCE AND COMPOSITE CHROMINANCE OUTPUT SIN

The review of standard NTSC conventions in the previous section provided
the definitions needed to determine S/N for the MAC transmission format.
Figure 3 shows the equivalent MAC 1-V peak-to-peak luminance transition
for a color-bar-type pattern. This time waveform identifies the time intervals

T, and Tc allocated for luminance and chrominance, respectively, and the
corresponding voltage levels.

Assuming basic 0- to 1-V R, G, and B inputs resulting from the scanning
of a color bar pattern, the luminance signal is

Y = 0.299R + 0.587G + 0.114B (6)

which has a minimum value of 0 V for black and a maximum value of I V.
For the conventional color-bar pattern, the luminance waveform would
resemble a descending staircase, as shown at the left of Figure 3. The
luminance information collected during the approximately 52 µs of active
video would be output in a shorter time, TF, for a compression ratio
of 521Tf. For example, if Tr is 39 µs, the luminance compression ratio is
ryr = 4:3.

Chrominance information is conveyed in MAC by two color-difference
components transmitted on alternate scan lines. These color-difference signals
(for 100-percent color bars) are [26]

-15
0- -

0.1 0.2 0.4 0.3 1 2 4 8 10

FREQUENCY (MHz)

Figure 2. Subjective Noise Weighting

* Throughout , power transfer functions D(f) = D'(f )I' are used, where D'(f )

is the voltage transfer function of the network.

V = R - Y

U = B - Y

or

V = 0.7R - 0.59G - 0.118

U = -0.3R-0.59G+0.898 .

(7a)

(7b)

(8a)

(8b)
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From equation (8), the V signal ranges between ±0.7 V and the U signal
between -0.89 V for peak-to-peak values of 1.4 and 1.78 V, respectively.

For these signals to produce the same peak frequency deviation as the
luminance signal, an additional scaling is required to give

V' = V + 0.5 (9a)
1.4

U 0 5 9b.
1.78+

( )

At the demodulator output at the right of Figure 3, the luminance output
SIN in the compressed domain can be obtained by using the definition given
in equation (2), as

mean square error

(2AF k)2 OF k)z C 1

(N„ /C(f;d'l3)
12 ,

N„ f;.
(10)

which is similar to the expression for NTSC, except that maximum baseband
frequency, fm, applies to the compressed signal and is equal to ryrf,,,. For
example, for a luminance compression y, = 4:3 and fm = 4.2 MHz, the
maximum baseband frequency for compressed MAC is 5.6 MHz. Because of
this wider baseband bandwidth, the peak frequency deviation, AF,,k, cannot
be as large for MAC if the degree of overdeviation is unchanged and if the
channel bandwidth is the same. For a 24-MHz channel bandwidth, for
example, 0-dB overdeviation (i.e., Carson's-rule deviation) would be7.8 MHz
for NTSC and 6.4 MHz for MAC with 4:3 luminance compression.

A final step in the MAC processing of the luminance waveform is time ex-
pansion and low-pass filtering to the final 4.2-MHz luminance bandwidth, f,,.
This expansion process will not improve SIN further unless the expanded
waveform is filtered with a noise bandwidth narrower than f,,. Also, application
of the assumed subjective noise-weighting function to the compressed noise
results in less subjective noise improvement, as noted below. The S/N in the
compressed time domain applies to either the luminance or the color-
difference voltage levels, provided that the U' and V signals produce the
same peak-to-peak frequency deviation of the transmitter. With the scaling
of the color-difference signals given by equation (9), the chrominance and
luminance waveforms produce the same peak frequency deviation.
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De-emphasis and subjective weighting can be applied to the luminance

S/N calculation, noting the following:

a. the de-emphasis curves are assumed to be defined in the compressed

time domain;
b. the Barstow-Christopher ( B-c) subjective weighting curve is defined

in the expanded -time domain; and
c. to expand time, At is replaced by y0t (-y > I ) so that time samples

are output with a larger spacing. Equivalently , frequency functions are

compressed by a similar factor, At being replaced by of/y.

Therefore, to apply de-emphasis and subjective weighting to the luminance

noise, equation (10) is replaced by

If

n -I

SIN =
{
Jo f'-D(f W(.f/yr) (I I)

4f
(2AFI,k)^ (^lN^

This process integrates the noise in the compressed-time domain , where the

noise out of the demodulator and the de-emphasis function are defined.
Because the subjective-weighting relative power gain vs frequency function
is defined in the expanded (final output) domain , this function must be

mapped into the compressed-time domain in order to perform the integration,

as indicated in Figure 4.
Beyond the de-emphasis network shown in Figure 4, the luminance and

chrominance components can be considered to follow separate paths. In the
upper path of the figure, in anticipation of the eventual time expansion by
yr, both the B-C subjective weighting curve and the final luminance filter can
be expanded in frequency to operate on the compressed waveform . Similar
operations are shown for the chrominance channel in the lower branch of
Figure 4, where the scaling factor is f/'y

To summarize the process shown in Figure 4 , mean square errors are

calculated as*

_ hn
Ee =f No f D (f) W(flyr) df (12a)C

E^_ f2D(f) W(fly,) C(f/y,) df (12b)
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* Integrating to f, in equation ( 12a) assumes an ideal rectangular post-expansion

luminance filter with bandwidth f,,/yr.
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where W( f) = B-C subjective weighting curve (as noted earlier, it is
strictly an assumption to apply this function to MAC
luminance and chrominance)

D(f) = MAC de-emphasis curve (+3 dB, f„ MHz, -3 dB),
where the crossover frequency , is defined in the
compressed domain

C(f) = power transfer function IC(f) = ICI(f ) 121 of the
Gaussian chrominance filter
chrominance compression factor (i. e., y = 4 for N-MAC)
luminance compression factor (i.e., 4/3 for N-MAC)
upper limit in the integration of luminance noise assuming
a rectangular post -expansion luminance filter where, for
example. f,,, = Yr • 4.2 MHz = 5.6 MHz.

MAC CHROMINANCE (U, V, AND COMPOSITE) OUTPUT S/N FOR THE

N-MAC IMPLEMENTATION

For MAC, additional implementation details will impact the S /N on the
chrominance channels. The following three items will affect chrominance
output S/N:

a. vertical prefiltering of chrominance information at the transmitter;
b. transmission of color-difference information (the U' and V ' signals)

on alternate scan lines, with regeneration of the missing lines by
interpolation at the receiver; and

c. scaling of U and V signals before they are applied to the modulator.

The scaling in item (c) is in addition to that given by equation (9) and
determines the chrominance level sent over the channel . When related to the
color-bar test pattern , this scaling is referred to as the percent color-bars
factor ( i.e., 75- or 100-percent color bars ), and determines the peak frequency
deviation produced by the U' and V' signals. This scaling could result in a
different peak frequency deviation for U' and V ' than that produced by the
luminance waveform.

Vertical Prefiltering. Figure 5 shows details of the sampling of typical
scene material in the N -MAC format . In the upper part of this figure, a small
portion of the sampling is shown for one video field where luminance (Y)
and chrominance (U and V) samples are taken . Chrominance channels are
sampled at a rate f, which is one-third the rate at which the luminance is
sampled.
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LUMINANCE
SAMPLES

FILTER IMPULSE
RESPONSE

TIME

U ON ODD LINES
VON EVEN LINES

LUMINANCE (Y) SAMPLES

RELATIVE GAIN
OF FILTER

1

0LL
1

1 /2 -zTS kHz

Figure 5. Vertical Prefiltering of Chrominance Samples

The scaled U and V samples are transmitted on alternate scan lines, U on
the odd lines and V on the even lines. At the receiver, the missing line is
filled in by interpolation.

Because information is eliminated (samples are skipped ), vertical prefil-
tering is implemented at the transmitter with the effect of reducing the
bandwidth of the chrominance information in the vertical direction. This
prefiltering typically would use weights 1/4, 1/2, 1/4, as shown in Figure 5.
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The discrete Fourier transform of the prefilter impulse response Hk, is

N-I kr

Ar = Hk exp -j2rr
ko N

1 rl 1 J 2rl
4 +2exp - j2TrN +4- exp -j2i- . (13)

Replacing the frequency variable r/N by fTa, where Tn is the horizontal

line interval of 63.55 µs (the sampling rate in this case), the filter function

can be obtained as F(f) = A,A* (where * denotes complex conjugate),

giving

1
F(f) = 3 8 + 12 cos (2afTa) + cos (2 2fTa) (14)

1

1/2

0

an Output of Vertical Prefilter with
Weights 1/4, 1/2, 1/4

o 0 0 0 0 a

TRANSMITTED TRANSMITTED
SAMPLES SAMPLES / -/

F -F T

INTERPOLATED
SAMPLES ti

o
INTERPOLATED
SAMPLES

(c) CASE I: Abrupt Transition Ends on
a Transmitted Sample

(d) CASE II: Abrupt Transition Starts on
a Transmitted Sample

As shown in the sketch at the bottom of Figure 5, the relative gain of the
.t/2 CA SE I

vertical prefilter goes to zero at one-half the horizontal line rate, or at about
+1/4

7.5 kHz. 0
1/4

,Alternate -Line Transmission of Color-Difference Information . Vertical 1/2 •^^CASE II
prefiltering and the skipping of samples produces some distortion (filtering)

of the original picture information ; however, this error is usually not classified
as noise. As shown in Figure 6, prefiltering will reduce the resolution of
vertical chrominance detail. Sharp vertical chrominance transitions , as shown

in Figure 6a , will be smoothed out as indicated in Figure 6b . Figures 6c and
6d indicate the alternate samples that are actually sent over the channel and
the interpolated samples that are filled in at the receiver for two cases: where
the abrupt transition ends on a transmitted sample, and where the abrupt
transition begins on a transmitted sample. Simple interpolation is seen to be
quite effective in reconstructing the original filtered waveform in Figure 6b.
Relative distortion (the difference between Figure 6a and either 6c or 6d) is
shown in Figure be.

Chrominance Level. An important factor in determining chrominance

output S/N is the absolute level that is used to transmit the color difference
signals over the channel . As noted earlier , application of the standard matrix
equation to give the basic color difference signals U and V results in peak-
to-peak values for 100-percent color bars of 1.4 V for V and 1 .78 V for U.

In these waveforms are not scaled further, the voltage waveforms shown in
Figure 7 will result for the standard 75- and 100-percent color-bar patterns.
Unless additional scaling is applied , these larger voltage levels will result in

(e) Error (Compared to Original Transition)

Figure 6. Effect of Vertical Preftltering, Alternate Sample Deletion, and
Reconstruction by Interpolation (112, 112) on an Abrupt Transition

larger peak-to-peak frequency deviations (AFnk„k and AFnkr,k) than those
generated by the luminance waveform. If Carson's rule were not violated for
the band-limited channel, equation (H) would indicate larger output SINS
due to the larger deviations produced by the color-difference signals.

For N-MAC transmission with 4/3 luminance compression, Carson's rule
bandwidth for luminance is

BI = 2(AFp'k + yr • 4.2 MHz) = 24 MHz (15)

giving AFpk = 6.4 MHz, or = 12.8 MHz. Typical peak-to-peak
deviations of 17.5 MHz might be used for luminance, giving an overdeviation
of 2.7 dB.

For the color-difference signals, the waveforms in Figure 7 without
additional scaling would produce the peak-to-peak deviations shown in
Table 1. If both color-difference waveforms are scaled to produce the same

I
START

(a) Original Samples
(Vertical Transition)
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TABLE 1. FREQUENCY MODULATION PARAMETERS FOR COLOR-DIFFERENCE
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OVERDEVIATION (dB)

OF CHROMINANCE

y, - 4:1

COLOR BARS V1,1 I,, (MHz) BW = I MHz BW =1.3 MHz

100%
V=R - Y 1.40 24.5 3.7 5.1
U =B - Y 1.78 31.1 5.7 7.2

75%
V =R- Y 1.05 18.3 1.2 2.6
U=B - Y 1.34 23.4 3.3 4.7

75% With Additional
Scaling to Produce
I V,,_,,,*,

V =R - Y .00 7.5 0.77 .2
U = B - Y 1.00 17.5 -0.77 2.2

* Luminance AF,,,, = 17.5 MHz, giving 2.7-dB luminance overdeviation.
Achieving these peak-to-peak values requires additional scaling of the U and V waveforms

by factors of 0.749 and 0.952, respectively.

peak-to-peak level as the luminance level for 75-percent color bars, the
resulting color-difference signals would be

U'=0.75(0.749)U+0.5 (16a)

V = 0.75 (0.952) V + 0.5 . (16b)

Output SINS for the received U and V signals are related to the peak
luminance level of I V. From equations ( 11) and (12)

(SIN)0 {1_
(N,,IC) f 2D(f) W(fly) C(fly) of

} -I

( 17a)

(F 01)2

(S/N)v = {J_(N0IC) f2 D(j ) W(fiY) C(fly) df (17b)

( Fpkpk)

To summarize , the direct generation of color-difference signals U and V
produces signals with peak-to-peak values that are much larger than the peak-
to-peak luminance voltage for a black-to-white transition. This results in a
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larger peak -to-peak frequency deviation for the U and V signals than for Y.
Additional scaling can be used to nearly equalize the frequency deviations
produced by the components , but this will result in the U and V signals
having lower output S/Ns.

Effect of Interpolation at the Receiver . The effect of sending U and Von
alternate lines is that the missing U (or V) lines must be reconstructed at the
receiver by interpolation . The interpolator with weights (1/2, 1/2) has a
noise bandwidth (the square of its impulse response) of (1/2)2 + (1/2)2 = 1/2,
so that independent noise numbers into the interpolator result in a 3-dB
reduction in the mean square value of the noise out of the interpolator. The
signal is not affected except that , as noted in Figure 6, the combined processes
of prefiltering and interpolation act as a filter which distorts the signal.

Noise reduction due to interpolation on alternate lines only reduces noise
on every other vertical line for U (or V); on the uninterpolated line, U (or V)

noise is unaffected . Therefore , on the average , the interpolation reduces noise

by only 1.25 dB.* Equations ( 17a) and (17b) can thus be modified by adding
1.25 dB to account for the improvement due to interpolation . For comparison,

a composite chrominance S/N( can be defined as

\N^. ((N)o + \N!V
(18)

SUMMARY OF Y, U, AND V S IN RELATIONSHIPS

Expressions for MAC luminance SIN were determined above as the ratio
of squared peak-to-peak luminance signal to mean square noise. Mean square
noise is determined by numerically integrating the product of four functions:

the f 2 noise out of the FM demodulator , the de-emphasis characteristic which

acts on the time-compressed waveform , the frequency -mapped B-C subjective

weighting curve , and the luminance post-expansion filter which is also

mapped to the time-compressed domain.
The MAC chrominance channels were treated in a similar manner , assuming

that both the U ' and V signals were scaled at the transmitter to produce a
specified peak-to-peak deviation of the transmitter . A similar procedure was

used to determine the SIN of the two color-difference signals, again requiring
the numerical integration of the product of four functions : the f'- noise, the

* This averaging is an approximation . Measurements 1271 have shown that SIN
levels on the interpolated lines are indeed 3 dB higher than on the unintcrpolated

lines.
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de-emphasis curve, the subjective weighting curve , and the post-expansion
chrominance filter C(f ).

Because the post-expansion chrominance filter has an important effect on
the S /Ns in the color-difference channels, it must be carefully chosen and
accurately represented in the calculation . Chrominance filters yielding no
overshoot or ringing on transients are necessary for acceptable color Tv
performance. Candidates would include Bessel and Gaussian types. For
convenience in modeling , the Gaussian shape C(f) = e ,f' was used in
this study . In terms of noise performance , this filter is much more gradual
than the ideal rectangular filter that is assumed for the luminance channel.

Following this process , three output SINs can be calculated : (SIN), for
luminance, (SIN),, for scaled B-Y, and (S/N), for scaled R-Y. A composite
chrominance SIN was also determined from equation (18) which serves as a
useful single measure of overall chrominance S/N.

MAC R, G, AND B OUTPUT SIN

The conversion from Y, U, and V to R, G, and B is performed as shown
conceptually in Figure 8 . Conversion to the three primary color components
uses the relationships [27]

R=Y+b-(V'-0.5)

B = Y + a-(U' - 0.5)

(19a)

(19b)

G = Y - b-1(0.508 )(V' - 0.5) - a -'(0.l86)(U' - 0.5) (19c)

where a -' and b 1 are the inverses of the scale factors applied to U and V,
respectively , at the transmitter.

THERMAL
NOISE r------I

Np (Si N)N1 FRED I + T ,

05

IS/N)y I

Figure 8. Conceptual Model for Generating Three Primary Color Outputs
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To produce the proper R, G, B outputs, any scaling of the U and V
components at the transmitter must be compensated for at the receiver so
that the received U and V are correct on the same scale as the Y signal.
When this is done, the noise that appears on U' and V' is also amplified so

that, although (S/N)v and (SIN), are not altered, the R, G, and B S/N outputs

are degraded. This is because these components pick up more noise, relatively,
than they would if they had been sent over the channel at full strength. Noise
enhancement also occurs because the R, G, and B values are rederived by

subtracting components [for example, R = Y + (R - Y)] having uncorrelated

noise voltages that add on an rms basis.
The operations in equation (19) add the output luminance and color-

difference voltages, each of which contains noise, to produce R, G, and B
voltages. The voltage scale factors a and b increase both the signal and the
noise, and the independent noise voltages on the three components (Y, 0',

and V') add on an rms basis with variance scaled up by the square of the

scale factors, giving

^N)R \SJr + (
1/b)'(S (20a)

I

( l fl (
N
S )N/n = [(

N

S)
, + (I/a)'\vJ

(N

S), [(N
S), + (I/b)2(0.508)/(Sw

(20b)

+ (1/a)-(o.186)2(
N)" ,

I (20c)
S

If the chrominance level reduction by factors a and b is not restored at the
receiver, the noise enhancement in equation (20) is not experienced. For
example, to transmit 75-percent color bars over the channel, a would be
selected as 0.75 (0.749) and b would be selected as 0.75 (0.952), as indicated
by equation (16). These scalings would be only partially restored, with
received U multiplied by (1/0.749) and received V multiplied by (1/0.952)
to produce the R, G, and B outputs for 75-percent color bars.

Numerical results

The relationships derived in the previous section have been used first to
compute unweighted S/N with no de-emphasis. Additional filters were then
added individually, and finally together, to determine the improvement
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experienced. For all calculations , B-C subjective weighting is used with a
-3 dB, + 3 dB de-emphasis function [231, where the crossover
frequency, is 1.76 MHz in the uncompressed domain . (Equivalent, for
example, to 2.64 MHz in the 3:2 compressed domain.)

Results for luminance S /N are given in Table 2. The unweighted,
unde-emphasized results in the first column are simply

SIN = 12(4FPk/f;,, )2 • C/N • 1/fm

where AF/,k = 8.75 MHz, CIN,, = 84.6 dB, and f,,, = 4.2 MHz times the
luminance compression ratio. The weighted de-emphasized results are I I dB
higher, giving the numbers in the last column.

TABLE 2. LUMINANCE S/N (C/N = 84.6 dB-Hz, 75% COLOR BARS,
AFT,, = 8.75 MHz)

IMPROVEMENT (dB)

YSTEM

DUE TO

S/N DUE TO SUBJLCTIVE

DUE TO

DE-EMPHASIS

AND

SUBJECTIVE /N
No. Y' (dB) DE. EMPHASIS WEIGHTING WEIGHTING (dB)

1 4:3 31.8 1.3 10.3 11 42.8
2 5:4 32.6 1.3 10.3 11 43.6
3 3:2 30.2 1.3 10.4 Il 41.2

Chrominanee S/Ns are obtained by combining the chrominance filter
functions with the de-emphasis and subjective weighting functions to give
the overall equivalent noise bandwidth of the chrominance channel. Results
are sensitive to the assumed shape and bandwidth of the chrominance filter.
An assumed Gaussian filter that is 3 dB down at bandwidth B, = 1.2 MHz,
with a very sharp attenuation characteristic beyond the 6-dB point, produces
the results given in Table 3. The improvement in composite chrominance
S/N-defined as the combined (S/N)„ and (SIN), according to equation (18)
increased by 1.25 dB to account for interpolation-varies with chrominance
bandwidth. The SINS in Table 3 apply to U, V, and combined chrominance,
and to the separate R, G, and B components. Composite chrominance S/Ns
is plotted in Figure 9 as a function of chrominance bandwidth B,.

Figure 10 summarizes the overall (subjective weighting plus de-emphasis)
R, G, and B S/N outputs as a function of B. Note that the individual color
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component S/Ns generally decrease in the order green (highest), then red,
and then blue. Differences between the three systems are small (within a
decibel), with no system consistently giving higher values.

The analytical model predicts SINS for MAC transmission that agree closely
with measurements made in the laboratory for N-MAC 1 26]. These comparisons
are summarized in Table 4 for conditions of 9-MHz peak frequency devia-
tion, no pre-emphasis/de-emphasis, a 1-MHz chrominance bandwidth, and
C/N0 , = 84 dB-Hz. The results are within the expected measurement accuracy.
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Figure 10. (S/N)R, (SIN)r;, and (S/N)R for the Three Systems

(weighted, with de-emphasis)

Simulation results

Simulation results for the three systems have been obtained by modifying
a software simulation program 123] that uses two scan lines of either color-

bar or multiburst test patterns.

The simulation model

Figure 11 shows an overall conceptual model for simulation of the three
MAC formats. The simulation model generates 8,192 samples corresponding
to two scan lines in the compressed time domain. Portions of these scan

TABLE 4. 9-MHz PEAK FREQUENCY DEVIATION COMPARISONS

COMPONENT

MEASUREMENTS ON

N-MAC FROM [27]

PREUICFEU

FROM MODE1.

(SIN) 441.1 41.8
(SIN), (U + V)•,,,. 43.6 43.5*
(SIN)* 39.0 39.3
(SIN)5; 40.0 40.8
(SIN)5 37.9 38.3

*This "composite chrominance" SIN is obtained by increasing the SIN of both the U and V
components by 1.25 dB to account for the noise reduction due to interpolation of alternate
lines, and then combining U and V into a composite chrominance signal where noises add on

an rms basis. This addition effectively doubles the noise or reduces SIN by 3 dB. Thus, the SI
N of composite chrominance, which is actually a hypothetical quantity that cannot he measured.

is approximately 1.75 dB lower than the SIN of the individual, uninterpolated U and V
components.

lines are filtered by individual chrominance and luminance filters (scaled to
apply to the compressed time domain) before the segments are again combined
into a composite modulating waveform. The composite waveform is then
pre-emphasized before being scaled and applied to the FM modulator. For
some simulations, the pre-emphasis/de-emphasis (PE/DE) steps were omitted.
Note also in Figure II that the options for either AC or DC coupling* to the
modulator are included in the model.

After the video waveform is used to modulate the transmitter with a
specified peak frequency deviation, AT,,, the signal is passed through the
satellite channel. A more detailed model of this channel, shown in Figure 12,
includes the transmit IF filter, the satellite input filter, the traveling wave
tube amplifier (TWTA), the satellite output filter, and the IF receive filter.
Prior to the IF receive filter, Gaussian random numbers are added to simulate
the effect of thermal noise. When thermal noise is omitted, the simulation
program measures the effect of distortion alone.

The output of the simulated demodulator is de-emphasized (if included),
and the luminance and chrominance components are separated and individually
filtered. S/Ns are computed by comparing the received components to the
ideal noise-and-distortion-free replicas which were generated and saved at
the transmitter. The S/N is then computed as peak-to-peak video, squared,
divided by mean square noise plus distortion. By eliminating the noise at the
input to the receiver, the distortion contribution can be isolated.

*With AC coupling, the mean is removed from the video waveform and the
peak voltage value is found (+ or -). This voltage is then set to produce the
desired AF,,,. With DC coupling, full-scale values of the video waveform
produce ± AF04, regardless of the symmetry of the waveform.
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Simulated RF spectra for MAC transmission

Initial calibration results were obtained for the three transmission formats.
Figure 13a shows the unpre-emphasized color-bar waveforms for the three
formats. With a -3 dB, f, + 3 dB pre-emphasis function, the color-bar
waveform appears as shown in Figure 13b. The pre-emphasis crossover
frequencies for the MAC formats with 5:4, 4:3, and 3:2 luminance compression
ratios are 2.2, 2.35, and 2.64 MHz, respectively, in the compressed domain.

Additional results were obtained for the power density spectra of a color
bar for the three formats, both with and without pre-emphasis, for different
values of peak frequency deviation, AF,,, as shown in Figures 14 through 17.

For similar conditions, differences in the spectral densities of the three
systems are difficult to determine from the spectral plots themselves. However,
slight differences do appear if the spectra are integrated to determine the

fraction of power outside bandwidth B for different values of AF,,. These

results are shown in Figures 18 through 20.

Simulated output S /N values

Simulation experiments were conducted to obtain output SINS for the three

transmission formats.

CALIBRATION AND CONFIDENCE INTERVALS

Several calibration runs were made to test the absolute accuracy of the
simulation model. When output S/N is measured by processing only two
scan lines in the program, a question arises about statistical variation in the
results and the confidence intervals that can be assigned to the answers.
Assuming that the noise on the output video signal is Gaussian (which is
valid for operation well above threshold) with a true population variance a2,
then a simulation experiment that produces an estimate s2 of this variance
would expect a variance in this sample variance of [28)

2a4(n - I) 204
Var{s'} = --

n2 n

where n is the number of independent samples of the output noise that are
collected over two scan lines. The number of independent samples collected

in the simulation can be estimated as

n = N • f l(y,BB,)

where N = block size used in the simulation
f,. = sampling rate used in the simulation
y; = compression ratio for system luminance or chrominance

BB, = output baseband bandwidth of luminance or chrominance.
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Figure 14. Power Spectra: AFpk = 6 MHz
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Figure 15. Power Spectra: AFe( = 8 MHz
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Figure 16. Power Spectra: AF,, = 10 MHz

Figure 17. Power Spectra: OFP, = 12 MHz



1

10-1

102

103

10-4

10-5

10-6

i

dFPk= 6

INW
IN

8
10

12
-T-14

T

PL
COUPL G)

8 16 24 32 40 48 56 64

BANDWIDTH (MHz)

(a) 5:4, No PE/DE

10-1

10-2

103

104

105

10-6

i

,
,

\

dF -
Pk

8
61

2
0 1 14 1

6
-

(W/DC- 1 1
COUPLING) 1 \

\

8 16 24 32 40 48 56 64

BANDWIDTH (MHz)

(b) 5.4 With PE/DE

Figure 18. Cumulative Power Density Spectra vs Bandwidth, ye = 5:4

1
1 1

11

dFPks-6 8

41

12

0 X 14-
W/DC-

COUPLING)

10-1

10-2

10-3

10-4

10-5

10"6
8 16 24 32 40 48 56 64

BANDWIDTH (MHz)

(a) N-MAC, No PE/DE

1

10-2

10-3

10-4

10-5

10-6

\

,

\

\ \ J

\

6
dFPk' _6y-

12

10
1

14
6

(W /DC- I
1

\

1
1,COUPLING)

i 1 \

8 16 24 32 40 48 56 64

BANDWIDTH (MHz)

(b) N-MAC With PE/DE

Figure 19. Cumulative Power Density Spectra vs Bandwidth, y, = 4:3



408 COMSAT TECHNICAL REVIEW VOLUME 16 NUMBER 2 , FALL 1986

n ^n

f v

g
/

fo

--^^ UZ-
6 OJ

O

O

m a
O

H3MOd dO NOIIOVBd

m

a,

e
x 0

01 w
a
C N

N rnO

N
O

N

m
m ..t

m

C

N- -^'

7

m UZao^u

F0 -

BdMOd dO NOIIOVBd

THREE MAC TV TRANSMISSION FORMATS 409

For the three systems being simulated, approximately 6,000 luminance
and 2,000 chrominance samples are included in the simulation of two scan
lines. Considering the filtering applied to the demodulator outputs, approxi-
mately 500 to 600 independent luminance samples and 130 independent
chrominance samples are available from each simulation. Estimates of
±2Q (95 percent) confidence intervals depend only slightly on the system,
and result in expected accuracies of ±0.5 dB for luminance and ± I dB for
chrominance.

A short series of calibration tests was made to compare the simulation
results to the results predicted by the analytical model that was described
previously. The results, given in Table 5, generally show agreement to within
the confidence intervals that would be expected in the simulation.

TABLE 5. COMPARISON OF SIMULATION RESULTS TO ANALYTICAL.

RESULTS (THERMAL NOISE ONLY)

COMPONENT
SIMULATION*

(AP,,, = 9 MHz)

ANALYTICAL MODEL*

(AP'„ = 8.75 MHz)

N-MAC

(S/N) 330.1 31.8
(S/N),,, 26.7 28.0

5:4 Luminance

(S/N) 332.8 32.6
(S/N),,, 28.1 29.0

3:2 Luminance

(S/N) 330.1 30.2
(SIN),, 30.4 31.8

* Chrominance filter: 1.5 dB at 1.2 MHz C/N = 10.8 dB; no PE/DE, no weighting.

GENERAL APPROACH TO COMBINED S/N DUE TO THERMAL NOISE AND

DISTORTION DUE TO SPECTRAL TRUNCATION

The simulations measure the total mean square error, er, on the composite
output video waveform and compute an output S/N as the reciprocal of this
quantity. The unweighted output S/N is then considered to be a combination
of thermal noise and distortion, as

(SIN), = {(S/N)TII + (SIN)r-r } (21)

It is postulated that (S/N)FT can be estimated as the fraction of the transmitted
RE spectrum lost due to truncation by the channel filters. This fraction is a
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function of the transmission format , the test pattern , the pre-emphasis function,
the convention for modulating the transmitter (Ac or DC coupling), the peak
frequency deviation utilized , and the bandwidth of the transmission channel.

The impact of AC vs DC coupling is illustrated in Figure 21 , which shows
the waveforms into the FM modulator and the approximate power density
spectra when a black-to-white transition varies around the symmetrical
situation in the center , where the picture is 50-percent white and 50-percent
black . With AC coupling , the mean is in effect removed from the video
waveform , and the peak voltage value (in either the positive or the negative
direction ) is selected and scaled to produce the correct peak frequency
deviation , AFFk, of the modulator. With DC coupling , the 0-V video (black)
produces - AFFk, and 1 -V video (white) produces + OFFk without regard to
average picture content. For symmetrical picture information , as shown in
the center of Figure 21, the mean is 0.5 and both Ac and DC coupling give
the same waveform into the modulator , and therefore the same transmitted
spectrum . For picture information with an average video level different than
0.5, the two formats will give different modulating waveforms and different
spectra when scaled to give the same OFF,. The DC-coupled format could be
more vulnerable to the effects of filter truncation for full - scale asymmetrical
video waveforms because this format tends to keep the RE channel filled by
the transmitted spectrum.

As peak frequency deviation is increased for TV transmission over the
band-limited channel, the output signal -to-thermal noise ratio increases
because of an increased FM-improvement factor (AFFklry;f,„)2. However, this
improvement would be accompanied by a decrease in (SIN),, as more of the
transmitted spectrum is truncated by the channel filters. Since this filter
truncation distortion depends on the picture content , it is only partly correct
to classify it as independent "noise" and combine it with thermal noise, as
in equation (21).

Figure 22 shows the general tradeoff of S/N vs OFF, for N -MAC. The
example illustrates the procedure that has been used to examine the tradeoff
between noise and distortion as AF,, is varied . For the luminance portion of
the output N-MAC waveform , output S/N increases with AFFk , as shown by
the solid curve in the figure . Two other curves are plotted for the case where
S/N decreases rapidly with AF,,. These curves indicate that more of the
transmitted spectrum (from Figure 19) falls outside of the assumed channel
bandwidth of 24 MHz as AF,, increases . When pre-emphasis is used, the
transmitted spectrum is more constrained so that filter truncation loss is
expected to be less severe.

Combining thermal noise and filter truncation distortion into a combined
S/N using equation (21) gives the tradeoff curves shown in Figure 22. These
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Figure 22. Combination of SIN Thermal Noise and Filter Truncation Distortion

(color bar with DC coupling)

curves indicate a rather abrupt optimum with no pre-emphasis, giving peak
frequency deviation of approximately 7 MHz. With pre-emphasis, combined

performance is less sensitive to OFpk and an optimum occurs at about 8.5 to

9 MHz.
The tradeoff obtained will depend on the design-point value of C/N0,; the

example in Figure 22 uses CINo = 84.6 dB-Hz. If C/N„ is higher (for

example, by 6 dB), the "optimum" value of AF,,, is lower to allow less

filter-truncation distortion to be combined with the less-noisy picture.
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SIMULATED S/N RESULTS

The general procedure outlined in the previous section was applied to
the three transmission formats, first using luminance S/N estimates. Both
color-bar and multiburst test patterns were used.

A series of simulations were made to exercise the program with the new
test pattern routines. The color-bar patterns and the multiburst patterns were
used to modulate the transmitter, with AC coupling and with peak frequency
deviations of 6.4, 7.8, 10, 12, 14, and 16 MHz. Power density spectra were
obtained which were then integrated to obtain the fraction of power outside
of a particular band that is lost due to filter truncation. These results are
shown in Figure 23, which plots the quantity 10 log10 (-q - I), where al is the
fraction of power outside of a bandwidth of 23.9 MHz. The results are
sensitive to the assumed channel bandwidth, as shown in Figures 24 and 25,
which plot the same results for channel bandwidths of 25.8 and 27.7 MHz,
respectively.

Note in Figure 23 that because the color-bar spectra are tightly constrained,
they yield small values of -9 (high values of S/N) at a channel bandwidth of
24 MHz. As AF,,, is increased, more power falls outside of the 24-MHz
band, as indicated by the downward slope of the curves. For the unpre-
emphasized color-bar pattern, the MAC power density spectra tends to be a
rectangle with a width of AFpk_pk, so that the fraction of power lost outside
of a rectangular bandwidth, B, can be approximated very roughly as

r1 = 0 , AFpkk < B

B = I - BIAFpk_pk, AFpk_pk ? B

For example, if B = 24 MHz and AFpk_pk = 26 MHz, then a fraction
1 - (24/26) = 1/13 of the power density is truncated by the channel. In
this case, the fraction 1/13 gives an approximate signal-to-truncation-noise
ratio of 10 logi0(rt - 1) = I I dB.

In Figure 23, this general behavior is noted for peak frequency deviations
of 15 or 16 MHz. Signal-to-truncation-distortion ratios are less than 10 dB
and correspond to the fraction of power that falls outside of bandwidth B,
based on the simple model that the spectral density has a rectangular shape.
With this model, Tj decreases rapidly as AFpk decreases through 12 MHz for
the color-bar waveform. For the multiburst modulating waveform, the RE
spectrum is spread much more so that distortion is less sensitive to AF,,,

although it has a much higher initial level.
In each of these three figures, curves are drawn for SIN due to thermal

noise (CINo = 84.6 dB-Hz), indicating the improvement to be expected as
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AF,, is increased. Although the combinations of the two SINs are not drawn,
the intersections of the thermal-noise curves with the filter-truncation-

distortion curves give a good indication of the tradeoff as AFek is vaned.

In all of the figures, differences in filter-truncation distortion between the
two compression ratios of 5:4 and 3:2 are extremely small. However, large
differences are noted in the sensitivity to AF,, for the unpre-emphasized vs
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Figure 24. (S/N)T;,, vs Peak Frequency Deviation: 25.8-MHz Channel

Bandwidth With AC Coupling

the pre-emphasized color bar and, as expected, between the multiburst pattern
and color bar. At a channel bandwidth of 24 MHz, crossover peak deviations
occur at about 7 to 7.5 MHz peak for the pre-emphasized multiburst and at
8.5 to 9 MHz peak without pre-emphasis. For the color-bar pattern, a sharp
peak in performance occurs in the region AF,, = 10 to II MHz, which is
the same for both systems when pre-emphasis is not used. With pre-emphasis,
the crossover point moves to 12 to 13 MHz for the color-bar.
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As indicated by Figures 24 and 25, these results are somewhat dependent

upon assumed channel bandwidth . The assumption that equivalent channel

rectangular bandwidth is 24 MHz may be overly conservative . Increasing

this bandwidth to 25.8 MHz moves all of the crossover deviations to higher

values. A still larger channel bandwidth of 27.7 MHz in Figure 25 produces

crossover deviations of 9 to 10 MHz peak for the multiburst pattern, 13 MHz
peak for the unpre-emphasized color bar, and approximately 15 MHz peak

for the pre-emphasized color bar.
These results are for AC coupling which , as noted earlier, may be slightly

less sensitive to overdeviation for the color -bar modulating waveform, which

is slightly asymmetrical. The combining of thermal noise and filter-truncation
distortion to arrive at optimum peak frequency deviation values can define
general operating regions and allow relative performance comparisons to be
made. Such a final summary is shown in Figure 26, which compares 5:4
and 3:2 systems for color-bar modulation. The combined performance is
more sensitive to overdeviation when no pre-emphasis is used. With de-
emphasis, broad optima are predicted. At the larger values of AFP,;, it is
likely that performance degradation will be dominated by the impulsing that
begins to occur at transitions due to signal envelope collapse [231.

Figure 27 shows preliminary results with DC coupling, and with filter
truncation distortion estimates taken from Figures l8 through 20. Comparing
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these results with the Ac-coupled results in Figure 23 reveals an increase in

the sensitivity to overdeviation, as expected.
With these initial simulation results establishing the trends to be expected,

a final set of simulation runs were made to test the ability of the simulation
program to isolate filter truncation noise from thermal noise and to compute
separate overall luminance and chrominance S/Ns. For these experiments,
both color-bar and monochrome multiburst test patterns were used with peak
frequency deviations, 081,x, varied from 7 to I I MHz. The modulator was
Ac-coupled for these experiments. The results are given in Table 6 and are
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plotted in Figure 28 to compare luminance output S/N with the predicted
results for C/N = 10.8 dB. Agreement is reasonably good on a relative basis

compared to the theoretical predictions.

Summary and conclusions

The analytical results presented show that luminance output S/Ns are
inversely proportional to the third power of luminance compression ratio.
For compression ratios of 5:4, 4:3, and 3:2, weighted, de-emphasized
luminance S/Ns of 43.6, 42.8, and 41.2 dB, respectively, are estimated for

75-percent color bars, with AF,, = 8.75 MHz for all three systems and

C/N,, = 84.6 dB-Hz (the design point used for all calculations). Improvement

due to de-emphasis and subjective weighting combined is I I dB for the three
systems. Alternatively, if the three systems are overdeviated by 3 dB relative

to Carson's-rule bandwidths, yielding AF,,, values of 9.55, 9.05, and

8.06 MHz peak. luminance S/Ns are 44.4, 43.1, and 40.5 dB, respectively.
Output S/Ns for the individual U and V output channels depend on the

bandwidth assumed for the Gaussian chrominance-channel filter. For a filter
with a 3-dB bandwidth of 1.2 MHz at the receiver, S/Ns for the individual

U and V output channels are estimated as 42.6, 40.1, and 39.8 dB for
compression ratios of 3:1, 3.75:1, and 4:1. respectively, with de-emphasis
and subjective weighting. The improvement due to weighting and de-emphasis
varies with the compression ratio (and chrominance bandwidth), but is
between 5 and 6 dB for the three values cited above.

The overall conclusions from this comparison can be summarized as
follows. The luminance output S/N for MAC can be predicted accurately from
FM equation (10).

The S/N on the U and V color-difference channels can likewise be accurately
predicted using the procedure outlined. Because alternate U/V lines are
reconstructed by interpolation at the receiver, the interpolated line will have
a 3-dB higher S/N than the uninterpolated line. This difference was confirmed
by laboratory measurements [26]. On average, this interpolation of alternate
lines gives approximately a 1.25-dB improvement in the S/N of the individual
U and V components. Thus, the formation of a hypothetical composite
chrominanee S/N as [(S/Nu I + (SIN)S 11 I-' gives an SIN that is approximately
1.75 dB less than the average S/N of the individual, uninterpolated U and V
components. This composite chrominance S/N is not measurable in an actual

system.
The calculation of individual color-component S/N values, using the

procedure presented, gives R, G, B S/N values that are a function of luminance

and U and V S/Ns. Again, these results agreed closely with the laboratory
measurements presented in Reference 26.

A model has been hypothesized that overall transmission S/N can be
characterized as a combination of thermal noise and filter truncation distortion.
This simplified model gives the general trend in output quality as peak
frequency deviation is increased for the bandwidth-limited channel. The
relationship approximately illustrates the tradeoff between improved thermal
noise performance with increasing AFI,A and increased waveform distortion.
This hypothesized model does not account for the subjective differences
between thermal noise and filter truncation distortion.
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Abstract

Bandwidth- and power-efficient, high-speed, coded octal phase-shift keying (8-e5K)
systems are presented. It is shown that coded 8-PSK modulation systems having rates
higher than 2/3 and based on a class of periodically time-varying trellis codes (vrvTCs)
yield bandwidth efficiencies greater than 1.5 bit/s/Hz, with a power efficiency
comparable to or better than that of QPSK systems. Viterbi decoder complexity is com-
parable to that of a rate 2/3 rather than a general rate k/n code. A construction method
to generate a class of PrVrCS of rate (2P + i)/3P, where P ? 2 and I < i < P,
for 8-PSK modulation is described. Optimum Euclidean distance codes of rates 7/9,
5/6, and 8/9 with 4, 8, and 16 trellis states are constructed. It is shown that the class
of PTVTC with a normalized Euclidean free distance d, s 2 are maximum-likelihood
decodable by using the trellis structure of rate 2/3 codes. Computer simulation results
are presented for the performance of rate 7/9 and rate 8/9 codes with 16 states over
specific channel environments.

Introduction

Quadrature phase-shift keying (QPSK) is the prevalent modulation technique
for digital satellite communications because of its relative efficiency in both
power and bandwidth utilization. Typically, the bandwidth efficiency of QPSK
is 1.3 and 1.5 bids/Hz* in the INTELSAT time-division multiple-access

* Bandwidth efficiency is defined as the number of transmitted bits per second
within the allocated bandwidth.
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(rOMA) system with and without rate 7/8 Bose-Chaudhuri-Hocquenghem
(BCTI) coding, respectively. To increase bandwidth efficiency to 1.75 or
2 bit/s/Hz, higher alphabet modulation systems such as octal-PsK (s-PSK)
could be used, where each x-PSK symbol carries 3 bits of information. For a
given power, the Euclidean distance between the nearest S-PSK signal points
is 2 sin -rr/8, whereas the Euclidean distance between the nearest QPSK signal
points is 2 sin m/4. Consequently, s-PSK requires more power to achieve the
same noise immunity or bit error rate (BER) as QPSK.

To improve power efficiency, these higher alphabet modulation systems
can signal at the same symbol rate as the QPSK system, thereby generating
50 percent more channel bits since each 8-PSK symbol contains three channel
bits, while each QPSK symbol carries only two. For a given information bit
rate to be transmitted, this 50-percent redundancy can be exploited for

forward error correction (EEC) coding, thus improving BER vs E,)N, perform-

ance, or power efficiency.
In conventional coding systems, the code is designed to maximize the

minimum Hamming distance between the generated codewords at the input
of the modulator without taking advantage of the geometry of the modulation
signal constellation. In coded modulation techniques, the code and the
modulation are selected jointly rather than independently so that the minimum
Euclidean distance between codewords at the output of the modulator is
maximized, producing an improved overall power efficiency relative to
conventional Hamming distance FEC coding techniques. The bandwidth
efficiency of the original uncoded signaling is preserved by using the larger
signaling alphabet for code redundancy rather than increasing the modulation

symbol rate.
Coded modulation techniques have been proposed and extensively inves-

tigated for high-data-rate transmission over voiceband telephone channels II]
and over band-limited satellite channels with power constraints 121-[41.
Although most studies on coded modulation techniques for nonlinear satellite
channels have focused on constant-carrier envelope signaling formats such
as S-PSK and 16-ary PsK modulations 141,[51, the application of coded
quadrature amplitude modulation to satellite communications has also been
investigated [61,[71. Coded 8-PSK modulation with its constant envelope and
relative simplicity of high-speed modem implementation for nonlinear satellite
channels is preferable to 16-ary PsK, which requires a fine resolution in order

to distinguish among its signal points.

Decoder complexity

Three principal quantities determine the complexity of a rate k/n maximum-
likelihood trellis decoder. First, the complexity of branch metric computation,
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N, , depends on the number of channel symbols associated with each branch
in the trellis. Second, complexity is affected by the number of path metric
comparisons at each state, Nr, which are made in order to select the path
with best metric value. For the standard Viterbi decoder with a rate k/n code,
N, = 2" - I, where 2" is the number of branches out of or into each state.
Third, complexity is affected by the number of encoder states, Ns = 2°',
where in is the number of binary memory elements in the encoder. Clearly,
conventional implementation of a high-code-rate Viterbi decoder, even with
a small number of states and operating at high channel symbol rates, is
extremely complex. At rate 7/9, the conventional Viterbi decoder requires
about 27 = 128 path metric comparisons for each of the 2m = 24 = 16
states if m = 4.

In general, the number of encoder states, N„ is a BER performance
parameter: the larger the Ns, the better the BER performance. However, the
number of path metric comparisons required at each state, N,., depends on
the encoder trellis structure. Hence, if the code trellis structure is confined
to the simpler trellis structure of a low-rate code, the complexity of the
decoder for high-rate codes can be significantly reduced. Punctured convo-
lutional codes, a class of high-rate codes such as rate (n - 1)/n, are decodable
by using the simpler trellis structure of a low-rate code such as rate I/n where
only two branches terminate on each state. Punctured convolutional codes
and their applications for high-speed decoding are discussed in References 8
and 9.

It would seem that high-rate punctured codes could be applied to coded
modulation techniques as well; however, for a high-rate code, each 8-PSK
symbol must be decoded by more than one step of the trellis diagram. Thus,
computation of optimum metrics for this type of decoding becomes compli-
cated. Although it is possible to devise suboptimum decoding schemes with
a suboptimum branch metric computation, the performance degradation could
be considerable. Moreover, the Viterbi decoder must operate at an extremely
high speed.

Periodically time-varying trellis codes

A rate 2/3 coded 8-PSK modulation system achieves a bandwidth efficiency
of 1.5 bit/s/Hz (120 Mbit/s over an 80-MHz allocated channel) and has been
extensively studied and analyzed over various channel environments [4].
This paper presents high-rate (k/n > 2/3) coded 8-PSK modulation systems
based on the class of periodically time-varying trellis codes (PTVTCs) which
achieve a bandwidth efficiency greater than 1.5 bit/s/Hz. PTVTC, were
investigated by Moser [10], who showed that their performance can be as
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good or better than that of time-invariant convolutional codes. Punctured
convolutional codes can he considered as a subclass of PTVTCS.

The following sections present a construction method for generating a
class of mutes of rate (2P + i)/3P, where P ? 2 and I < i < P. Optimum

Euclidean free distance codes of rates 7 /9, 5/6, and 8/9 with 4, 8, and 16
trellis states are generated . It is shown that this class of rrVTCs is maximum-
likelihood decodable by using the simpler trellis structure of rate 2 /3 codes,
where four branches terminate on each state . This property is the major
advantage of these codes for high - speed applications.

Potential INTELSAT applications for a 16-state coded s-PSK system of

rate 7 /9 include transmission at a 140-Mbit/s information rate for restoration
via satellite of the proposed transatlantic telephone (TAT-8) fiber optic cable
system in case of failure, and for future trunking services via INTELSAT v
72-MHz transponders . Also, the 16-state coded 8-PSK system of rate 8/9
could be used for possible future high-speed , K, -band, on - hoard demodulation/
remodulation systems operating at a 200-Mbit /s information rate with a
bandwidth efficiency of 2 bit/s/Hz.

Generation of high rate codes

PTVTCS of rate (2P + i)13P, where P ? 2 and 1 < i < P, are a class of

high-rate trellis codes conveniently applicable to x-PSK signal space coded
modulations. This class of PTVTCS is constructed by using a periodically
time-varying encoder with period P. One period of the trellis diagram of the
generated codes consists of P - i consecutive steps of trellis structure for a
code of rate 2/3, followed by i steps of the trellis diagram of a rate 3/3 code.

Figure 1 is a functional block diagram of a periodically time-varying

encoder of rate (2P + i)13P. The information bits are input to the encoder

two bits at a time (in parallel) through lines x, and x, with the input to x,

set to logic zero, and the outputs are taken from lines y,, y„ and y3. This
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process is repeated for P - i consecutive clock periods, where it is assumed
that the encoder remains fixed. (This assumption significantly reduces the
search effort to find good codes with a large Euclidean free distance.) During
the P - i + 1 , P - i + 2, ... , Pth clock period, three information bits
are input to the encoder through lines x1, .x„ and x3, and the outputs are
taken from y,, z,, and z3. Again, it is assumed that the encoder of rate 3/3
code is fixed. The above encoding process is continued periodically with
period P. Finally, the selected 3-tuple encoder output block is mapped into
one of the x-PSK channel symbols. As shown in Figure 2, either Gray mapping
or straight binary mapping may be used at this stage because there are
corresponding codes for these two mappings that yield an identical code
trellis.

011, a3 r'

100,a4t 4 001, a1

110,a6 -'t X111,-7

011,2r-

i
010, a3

t
!

,,001, a1

000, .0

a41 110 t 100,a7

11 'viol, as

Figure 2. Straight Binary and Gray Mapping
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Figure 1. Functional Block Diagram of a Rate (2P + /)/3P Periodically
Time-Varying Encoder

For example, a rate 7/9 code is generated by a periodically time-varying
encoder of period P = 3, where the first 3 input bits in a block of 7
information bits generate a block of 3 output bits. The remaining 4 input bits
are divided into blocks of 2 bits and each block generates 3 output bits.
Figure 3 shows the structure of one period of a possible trellis diagram for
the rate 7/9 code with 16 states. The first step in this diagram corresponds
to a rate 3/3 code, and the last two steps can be visualized as the trellis
diagram for a rate 2/3 code. Note that for VrVTCs. the encoding rate and the
encoder generators are both periodically varying.
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Figure 3. Trellis Diagram of a 16-State PTVTC of Rate 7/9 With Double-
Branch Transitions Between Trellis States

For a given code rate and a fixed number of encoder states, various types
of code trellis structures are possible. For high-speed applications and for
simplicity of decoder hardware implementation, it is desired that the structure
of the trellis diagram for the time varying code (and hence the decoder
operations) remain fixed at every trellis step. In particular, to simplify the
addressing process in the Viterbi decoder, the set of predecessor states to a
given state must remain fixed at every trellis step. The following realization
of encoders of a TTVTc by using a feed-forward shift register generates a
code which satisfies this property.

Let S, _ (a,, a,-, , , a, a, be a binary m-tuple representing
the state of a periodically time-varying encoder at time t. Then let the encoder
be realized so that S,+,, the next state of the encoder is

$ + (x4, a,, a, , . , a, n.+3, a,-,n I +x;,i) (1)

if the encoder is producing a code of rate 3/3, and

S , + ( 4 , , a , , a, I, . . , a,-,,l3,a,(2)

if the encoder is producing a code of rate 2/3 where, at encoding step i + 1,
the binary information input blocks for encoders of rates 3/3 and 2/3 are
(x,l+,, X", 1, A,+ ,) and (x4 , , , x,, 1), respectively.

Equations (1) and (2) show that the set of predecessor states to a given

state at rate 2/3 trellis step is a subset of the predecessor states to this state
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at rate 3/3 trellis step. Note that the trellis structure for VrVTCs represented
in Figure 3 satisfies the above property. As an example, the set of predecessor
states, a, to state S = (0000) at rate 3/3 trellis step is a = ((0000), (0001),
(0010), (0011)}, while the two predecessor states to S at rate 2/3 trellis step
are (0000) and (0001), which belong to a. This property significantly
simplifies the hardware implementation complexity of the decoder operating
at high speed.

Figure 4 shows a possible realization for the encoder of a 16-state code of
rate 7/9. Observe that the most significant bit, y„ in a block of 3 bits output
by the encoder is an uncoded information symbol and specifies a pair of
antipodal signals in the phase plane if straight binary mapping is used. In

Figure 4. Encoder far a 16-State Code of Rate 7/9
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terms of the trellis diagram for this class of codes, the transitions between
trellis states are by double branches , which reduce the achievable normalized
Euclidean free distance of the code to at most 2. However , this should not
be a limiting factor , since for a trellis diagram of a high -rate code with a
small number of states , codes with normalized free distance greater than 2
are not expected to exist. Moreover , because the double branches reduce
trellis connectivity , a code might be generated with a higher free distance
which is still less than 2.

Let d( s,, s,) denote the Euclidean distance between channel symbols
s, and s;. Then , the minimum squared Euclidean free distance , dj, of a code

is defined as

dj = min E d 2(s„ s; )

where {s,} and {s; } are all pairs of channel symbol sequences through the
trellis diagram of the code . The normalized free distance of a code is the
minimum Euclidean free distance of the code divided by E ,, the energy of a

symbol on a circle of radius \E,.
The probability of bit error , P6, of a coded system with minimum Euclidean

free distance, dF, and soft-decision maximum-likelihood decoding can be
approximated by the following asymptotic expression at high signal -to-noise

ratios

P„ - NQ(rl2Q

where or is the noise standard deviation, N is known as the error coefficient,

denoting the number of nonzero information bits in the set of error events

with distance d, from the correct path , and Q (u) = (1/V) f„ e-'2 dx is

the complementary error function. For a given number of encoder states, an
optimum code maximizes d, while having an error coefficient as small as
possible.

Optimum codes of rates 7/9, 5/6 , and 8/9

Optimum codes of rate (2P + i)/3P with a small to moderate number of

states are constructed by an exhaustive search over the set of all encoders.
Note that the conditions for catastrophic error propagation, as stated by
Massey and Sain (I 11, do not directly apply to periodically time-varying
encoders. In fact, if the combination of two convolutional encoders yields a
catastrophic code, then each component encoder is not necessarily cata-
strophic. Similarly, it is easy to show that the combination of two catastrophic
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encoders might yield a noncatastrophic code. However, the minimum rate
of distance growth, d,,, in the set of unmerged paths with the desired path
can be readily computed. A code is catastrophic if and only if du = 0 1121.

The latter condition is used to test whether a generated code was catastrophic.
The tap connections from different stages of the encoder shift register

to output modulo-2 adders can be simply represented by binary ( m + 3)-tuples

(C,,,,3, , C4, C. C1), where C, = I. for 2 - i < m + 3, represents
a connection and C, = 0 represents no connection . As an example, the encoder
of Figure 4 is completely specified by R1, = (122, 034) and R„ = (001, 116),
where the code generators R, and R, correspond to octal representation of
tap connections for encoders of rates 2 /3 and 3 /3, respectively . The second
term in R13 or R33 generates the least significant hit of the binary 3-tuple
output of the encoder, while the uncoded information bit, shown by v, in
Figure 4, is the most significant bit.

Code generators for the optimum codes of rates 7/9, 5/6, and 8/9 with 4,
8. and 16 states were constructed by exhaustive searching and are shown in
Table 1. This table also includes the squared normalized Euclidean free
distance and the error coefficient , N, for the obtained codes.

TABLE 1. GENERATOR SEQUENCES (IN OCTAL.) FOR SHORT PTVTCs

M R„ R;, d;- N

Rate 7/9

2 22, 04 01. 22 2.32 48

3 46, 14 43, t2 2.90 118

4 122, 034 001, 116 3 48 76

Rate 5/6

2 22, 04 01, 26 1.74 18

3 42. 04 01, 46 2.32 96

4 122, 034 001, 136 2.90 158

Rate 8/9

2 22, 04 03. 25 1.16 6

3 52, 04 01. 52 1.74 63

4 122, 034 OOL 116 1.74 I I

Because of limitations on the acceptable hardware complexity of Viterbi
decoders operating at high speed, codes with more than 16 states are not
generated, even though for lower speed applications the same procedure can
he used to generate codes with more than 16 states. Among the high-rate
codes presented in Table 1, the 16-state code of rate 7/9 achieves the largest
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free distance. While the 8- and 16-state codes of rate 8/9 have equivalent d/.

the error coefficient, N, for the 16-state code is smaller and thus this code is

expected to outperform the 8-state code.

The decoding procedure

The high-rate codes constructed in the previous two sections can be
maximum-likelihood decoded by using the Viterbi algorithm. Let R, and R.
be soft-detected quadrature components of a received symbol at trellis
depth I. The metric increments corresponding to trellis branch B at this depth,

M;,, are computed by correlating the received vector, R = (R,, RQ), with

the 8-phase signal vector (S,, SE) associated with each trellis branch, as

Ma = S,R, + SQRQ (3)

where the quadrature components of the s-PSK signal constellation, S, and

Sc, can assume the following values:

S = cos
1

(21- I)rr

8

(21 - I)ar
SQ =sin 8

for I -118.
During each period of the periodically time-varying trellis diagram for the

class of codes of rate (2P + i)13P presented in this paper, there are exactly

i trellis steps with the trellis structure of a rate 3/3 code, where eight branches
terminate on each state. In the trellis diagram of Figure 3, the eight branches

are divided into four double branches. Let M'1- ' be the path metric value

corresponding to state S at decoding step t - I. Then, the path metrics

ms( and m,2, for double branches B, and B,, respectively, stemming from the

state S and terminating on the state S', are

m,^ = ml- I +me (4a)

M" = m7 ' +m,, . (4b)

In the standard Viterbi algorithm for decoding trellis codes, the path
metrics for every branch terminating on the state S' are computed according
to the above procedure, and the path with the largest metric value is selected
as the, surviving path at this state. Therefore, the path with the last branch

Bz cannot be a surviving path if

my <m`(
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or from equation (4)

nlyz < ml., .

For double-branch transitions. this suggests computing the branch metric
increment and finding the path metric value of the branch with a corresponding
signal symbol of shorter Euclidean distance to the received point. Hence, for
updating the metric value of a state with four double branches terminating
on it, it is sufficient to compute the metric increment corresponding to only
the four branches closest to the received vector in the sense of Euclidean
distance. This procedure reduces the number of branch metric computations
and path metric comparisons for each state from eight to four. For codes
with normalized Euclidean distance d, - 2, this reduction in decoder
complexity is achieved with no performance degradation if the decoder
disregards the presence of intersymbol interference (si).

A state, S, of a trellis with information-bit-to-channel hit rate 3/3 can be
reached from four other states {Si1 S2, S3, V, while at trellis steps of rate
2/3, the state S is reached from only two states {S,, S}. In order to make
the decoder operate uniformly at every trellis step, it can be assumed that S
is also reached from S and S,, but at a Euclidean distance of infinity. Unlike
the case for regular trellis diagrams for feed-forward encoders with no
feedback connections, the information bits corresponding to the transitions
from states {S, S,, S,, 54 to state S are not all the same. For example,
assuming that the uncoded information is a zero, the information input blocks
corresponding to the transitions from the set of predecessor states (0000),
(0001), (0010), and (0011) to the state S = (0000) in Figure 3 are 000, 000,
010, and 010, respectively. For real-time decoders with finite path memory
truncation, this nonregularity would not add to decoder complexity because
the sequence of decoded trellis states is stored in the decoder output buffers
and the decoded information bits can be readily computed.

Performance analysis

The effectiveness of a particular code and mapper for a coded system is
conventionally measured in terms of the asymptotic coding gain

G„ = 10 log (pdj/d''-)

where d' is the minimum squared Euclidean distance for an uncoded
modulation signal set, and p for a given information source is the ratio of
uncoded symbol rate to coded symbol rate. Table 2 summarizes the achievable
asymptotic coding gain with respect to uncoded QPSK for optimum codes of
rates 7/9 and 5/6 given in Table I. For optimum codes of rate 8/9, G„ is
computed with respect to uneoded 8-PSK.
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'TABLE 2. ASYMPTOTIC CODING GAIN (dB)

M RASP 7 /9` RATe 5 /6 Rnrc 8/9**

2 I-3 0.35 250

3 2.3 1.50 4.26

4 3.0 2- 60 4.26

Coding gain over encoded QPSK.
Coding gain over uncodcd 8-PSK.

The asymptotic coding gains presented in Table 2 are computed as a
function of the free distance of the code and symbol rate, disregarding the
error coefficient N. For optimum free distance codes of high rate, the
parameter N is a rather large number and actual system performance might
be inferior to the predicted asymptotic performance.

The 16-state code of rate 7/9 achieves an asymptotic coding gain of 3 dB
over uncoded QPSK and is being implemented for possible restoration via
satellite in case of failure of the proposedIxr-s fiber optic cable system and
for future trunking services via INrIu.sAT v 72-MHz transponders. While
uncoded QPSK requires transmission at 70 Msymbol/s, rate 7/9 coded 8-PSK
achieves transmission of 140-Mbit/s source information at a rate of
60 Msymbol/s. This coded modulation technique not only potentially achieves
high power efficiency, as shown in Table 2, but also reduces the channel
symbol rate, resulting in a considerable gain in required allocated bandwidth
efficiency. The 16-state code of rate 8/9 has been proposed for future
K, band on-board demodulation/remodulation applications, operating at an
information rate of 200 Mbit/s over an allocated bandwidth of 100 MIIz. At
a channel symbol rate of 75 Msymbol/s, it can potentially achieve an
asymptotic power advantage of 4.26 dB with respect to encoded 8-PSK.

16-state code of rate 7/9

Performance of a coded s-PSK system using the 16-state code of rate 7/9
on the additive white Gaussian noise (AwGN) channel and in the INrELSArr V
environment was evaluated by means of Monte Carlo computer simulations.
The simulations were carried out by using a 32-level (5-bit), soft-detection,
real-time Viterhi decoder with a path memory truncated to length T = 25
trellis steps. For this path truncation, the length of the minimum Euclidean
distance path in the set of unmergcd paths with the transmitted path is equal
to d, = 2.01, which is greater than the Euclidean free distance of the code,
d/ = 1.86. This unmerged path distance guarantees that, compared to ideal
maximum-likelihood decoding, the additional BER due to truncated path
memory will be negligible.
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Perfect carrier phase symbol timing and code synchronization between the
transmitter and receiver were assumed. In the real system, the out-of-
synchronization status is detected by either of the following procedures. In
the first, the difference between the maximum and minimum values of the
path metric functions corresponding to the encoder states at consecutive
decoding steps is observed. The difference becomes very small if the system
is out of synchronization. In the second procedure, the channel BER for the
received sequence is measured by re-encoding the estimated data sequence
obtained from the decoder and comparing it with the received symbol
sequence, as shown in Figure 5. The measured BER is larger than the expected
channel BEN if the decoder is not synchronized with the received sequence.
Note that, in order to acquire code synchronization for the rate 7/9 code with
a period of P = 3 8-PSK symbols, a threefold ambiguity must be resolved.

SOFT DETECTED
RECEIVED
SEQUENCE VITERBI

DECODER

RATE 7/9
ENCODER

AND
SIGNAL
MAPPER

DELAY FOR
DECODER/ENCODER

CORRELATOR
MEASURED

BER

Figure 5. Black Diagram of BER Measurement Network

Figure 6 shows the decoded BER. P,,, of the rate 7/9 code on an AWGN
channel as a function of E,,/N,,. The theoretical performance of uncoded QPSK
on the AWGN channel is also presented as a reference. A coding gain of more
than I dB over uncoded QPSK is observed at BER = 10-4. Because of the
excessive time required for the computer simulations to accumulate sufficient
error events for statistical reliability, the simulation results were obtained
only for PER > 10-4. System performance at lower BER, can be estimated
by extrapolation.

As an example of the capability of these codes, the channel model shown
in Figure 7 was used to estimate the performance of the rate 7/9 code on
INTELSAT V C-band transponders. The signal paths M, C, U, and L represent
the main channel, co-channel, upper adjacent channel, and lower adjacent
channel signal paths, respectively. Rectangular pulse-shape signaling with
16 samples per symbol was employed. The modem filters are square-root
Nyquist with 40-percent rolloff, the same as those specified for the current
INTELSAT TDMA/QPSK system. The transmit filter includes an aperture
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Figure 6. BER Performance Curves for a 16-State Coded 8-PSK System of

Rate 719 Over INTELSAT V Channel (Nyquist modem filter with
40% rolloff factor)

compensation response of the form (rrfT,)/sin (TrfT,), where T, is the duration

of one channel symbol. Figure 8 shows the phase transfer characteristics and
output power backoff of the high-power amplifiers (HPA,) and traveling wave
tube amplifiers (TWTAS) as a function of input power backoff. The co-channel
interference (cci) caused by non-ideal isolation between polarization and the
beam for frequency reuse can be modeled by the co-channel path (C) in
Figure 7, and its strength can be adjusted by the multiplier at the output of
the HPA. The upper and lower adjacent channel carrier frequencies are offset

by 80 MHz with respect to the main channel.
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The nominal amplitude and group delay responses for the satellite input
and output multiplexing filters are shown in Figure 9 and correspond to the
typically measured characteristics of INTELSAr v transponder multiplexing
filters.
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Figure S. Nonlinear Response Curves
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Figure 9. Nominal Amplitude and Group Delay for Satellite
Multiplexing Filters
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Monte Carlo computer simulations were carried out to evaluate the
performance of the rate 7/9 coded s-Psx system over the INTELSAT V
transponder with cci at -18.5 dB with respect to the desired carrier power.
It was assumed that the HPAs and TWTAS were operating at 10-dB and 2-dB
input backoff, respectively (i.e., the same input backoffs specified for the
current TDMA/QPSK system). To demonstrate the impact of TWTA nonlinearity
and adjacent channel interference (Act) on system performance, the simula-
tions were also performed for a single-channel case with and without cci.

From Figure 6, a performance loss of about 2.5 dB is observed for the
rate 7/9 coded 8-PSK system over the INTELSAT v channel relative to system
performance over the Gaussian channel at BER = 10-4, where 1.2-dB loss
is due to HPA and TWTA nonlinearities and intersymbol interference (isi).
The cci causes about 0.8 dB further loss, and the two adjacent channels
degrade system performance by about 0.4 dB.

The performance of the uncoded QPSK operating at 140 Mbitls over the

INTELSAT v channel environment, as shown in Figure 6 with two ACE, and

one cci at - 18.5 dB, was also evaluated by computer simulation for

comparison. The large performance difference (more than 5 dB) between the

uncoded QPSK and rate 7/9 coded 8-PSK is partially due to the considerably

more incremental isi and Act losses for the QPSK signaling at 70 Msymbol/s,

and only partially due to the coding gain against additive noise for the

rate 7/9 coded 8-PSK system operating at 60 Msymbol/s. Moreover, additional

coding gain is obtainable on the nonlinear channel because the code memory

averages the isi and nonlinearity effects [4].

16-state code of rate 8/9

The BER performance of the 16-state coded 8-PSK system of rate 8/9 over
the AwGN channel and over the up-link or down-link channel model (shown
in Figure 10) was evaluated by means of Monte Carlo computer simulations.
The decoder BER, P, over the AwGN channel as a function of EI,INO is shown

in Figure 11. The theoretical performance curve for uncoded 8-PSK over the

EQUIVALENT
NOISE

ENCODER MAPPER F.1 F+I HPA
H

TX INPUT
FILTER MUX

FILTER

DETECTOR DECODER BER

Figure 10. Channel Model for Simulation of Rate 8/9 Coded Modulation

System for On-Board Demodulation Applications
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Figure 11. BER Performance Curves of a 16-State Coded 8-PSK System of
Rate 8/9 for On-Board Demodulation Applications

AwGN channel is also depicted for comparison. Simulation results for low
BER require excessive amounts of computer time; therefore, the performance
curves shown as dashed lines are extrapolated in this region. Comparison of
the two curves reveals an approximate 4-dB asymptotic power advantage, in
agreement with the theoretical results shown in Table 2.

In addition to an encoder of rate 8/9 and a signal mapper, the channel
model of Figure 10 contains a pulse-shaping Nyquist filter with 33-percent
rolloff. Testing of several other rolloff factors showed this factor to be
optimum for the transmission of S-PSK signals at 75 Msymbol/s over the
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channel model, with two adjacent channels located at I00-MHz spacing with
respect to the center frequency of the main channel. Figure 12 shows the
phase transfer characteristics and output power backoff of the considered
HPA as a function of input power backoff.
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Figure 12. Phase Transfer Characteristics and Output Power Backoff for

HPA Used in the System Simulation Model of Figure 10

Uncoded 8-PSK modulation achieves transmission of a 200-Mbit/s infor-
mation source rate at 67 Msymbol/s, while the rate 8/9 coded system requires
transmission of 75 Msymbol/s. Here, coding gain is conveniently traded off
by increasing the channel symbol rate slightly. This increase is justifiable
since, for an adjacent channel spacing of 100 MHz, no significant additional
degradation due to 151 or Act is expected. The channel model of Figure 10
was used to simulate the performance of coded 8-PSK with the rate 8/9
16-state code for the single nonlinear channel. Comparing the performance
of coded 8-ESx with that of uncoded 8-PSK reveals a coding improvement of
4.3 dB at 5 x 10' PER (Figure I1). Compared to the AWGN channel, the
simulated implementation loss for the single nonlinear channel, as given in

Figure 11, is 0.8 dB at a PER of 10-4.
In addition, Figure 11 shows the simulation results for the performance of

the coded system when there are two adjacent carriers, each equal in power
to the desired carrier. The performance degradation due to AC1 is approximately
0.8 dB at a BER of 104, indicating (by curve extrapolation) that the

CODING FOR HIGH-DATA-RATE CHANNELS 445

degradation is not more than I dB at a PER of 5 x 10-'. HPA output filtering
should be employed to limit the effect of Act in a faded desired up-link
channel. Computer simulations show that HPA filtering yields good results
for the case where the desired channel is faded at K-band by about 20 dB
with respect to the adjacent channel.

Figure I1 also presents simulation results for co with a power ratio of
C/I = 20 dB for the case where there is less than 1-dB loss at a BER of 10-4.

Conclusions

It has been shown that the class of rrvTCs of rate (2P + i)/3P, where
P ? 2 and i < P, can be applied to construct coded 8-PSK modulation
systems that are maximum-likelihood decodable by using the trellis structure
of a rate 2/3 code where only four branches terminate on each state. This
compares to 2k branches terminating on each state in the trellis diagram of a
standard code of rate k/n. Therefore, decoder complexity can be significantly
reduced and decoder speed can be significantly increased, particularly in
high-speed implementations such as the 140- or 200-Mbit/s coded s-rsK
applications discussed in this paper.

Optimum coded 8-PSK systems of rates 7/9, 5/6, and 8/9 with 4, 8, and
16 states were constructed by exhaustive searching. The computer simulation
results for the 16-state coded 8-PSK system of rate 7/9 over the INTELSAT V
72-MHz transponder operating at a 140-Mbit/s data rate (or at 1.75 bills/Hz)
show a coding gain of more than 5 dB over uncoded QPSK at a PER of 10-4.
This coding gain is only partially attributable to the large Euclidean distance
of the rate 7/9 code, and is primarily related to the significant reduction of
the 19i and Aci effects associated with the channel symbol rate being lowered
from 70 to 60 Msymbol/s.

Computer simulation results were also presented for the 16-state coded
8-PSK system of rate 8/9 over an on-board demodulation/remodulation link.
BER performance was evaluated for various channel environments, including
ACi and cci. Significant coding improvement was achieved while realizing
a 2-bit/s/Hz bandwidth efficiency.
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A bound on diurnal error in predicted
ranges of nearly geostationary
satellites*

P. C. KAMMEYER

(Manuscript received November 9. 1983)

Abstract

The orbit of a nearly geostationary satellite may be determined from range
observations at two ground stations. Ranges predicted from the determined orbit
contain a diurnal error component corresponding to errors in the determined eccentricity
and inclination. This paper derives a bound on the diurnal range error. It is shown
that diurnal error decreases as the distance between the ground stations used to
determine the orbit increases, and that separation in latitude reduces diurnal error
more effectively than separation in longitude.

Introduction

The time-division multiple-access (TDMA) technique permits transponders
on a synchronous communications satellite to be used with maximum

efficiency . In this technique , transmissions from various ground stations are
separated on the basis of their different times of arrival at the satellite. Thus,
accurate predictions of the ranges from many ground stations to the satellite
are required . One method for providing these predictions is to calculate range

* This paper is based on work performed at COMSAT Headquarters under
the sponsorship of the International Telecommunications Satellite Organization
(INTELSAT). Views expressed are not necessarily those of INTELSAT.
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for an estimated orbit using range data from two ground stations well separated
in latitude and longitude.

The range of a nearly geostationary satellite from a ground station shows
diurnal oscillation. Slabinski (1] has studied the effect of ground station
location and the eccentricity and inclination of the satellite orbit on this
oscillation. Eccentricity and inclination errors in an estimated orbit similarly
give rise to a diurnal error in the predicted range from any ground station to
the satellite. The amplitude and phase of this error can be expressed by a
complex number. Given values of this complex quantity at the two ground
stations used to determine the orbit, its value at any other location may be
obtained by an interpolation technique. This technique also permits easy
calculation of a bound on the diurnal error.

Basic definitions

First, an earth-oriented rectangular coordinate system XYZ with origin over
the equator at synchronous altitude and nominal satellite longitude must be
defined. The X-axis points away from the center of the earth, the Y-axis
points eastward along the synchronous arc, and the Z-axis points north.
Assuming the earth to be a sphere of radius R = 6,378 km, let A denote
the radius of the synchronous orbit (42,164 km). A ground station at
geocentric latitude f and longitude ¢ east of the nominal satellite longitude
has XYZ coordinates

(Rcosfcos4) -A,Rcosfsin4) ,Rsinf) .

Let pN be the range from the station to the satellite's nominal position, the
XYZ origin. The station's unit sight vector toward the nominal satellite
position, as illustrated in Figure 1, has components

Z (NORTH)

Figure 1. Definition of Sight Vector

where

(u, v, w) = 1I (A - R cos f Cos 4), -R cos f sin 4), -R sin f) (1)
pN

PN = Az - 2AR-cos f cos + Rz

Reduction of force to inverse square attraction

The same method used on page 14 of Szebehely [2] may be employed to
obtain the equations of satellite motion

dz d
dtz X

- 2n(, dt Y - no (X + A) = Fx

d' d
dtz Y + 2no dt X - no Y = F,

d2

dtz Z = FZ (2c)

(2a)

(2b)

Here Fx, Fr, and F, are the components of applied force per unit mass
(which is assumed to depend only on time and satellite position), and no is
the rotation rate of the earth in radians per unit time.

Assuming that the estimated orbit is described by equations (2), with force

components corresponding to the estimated position, then the errors in the

estimated coordinates satisfy, to first order, the linearized equations of motion

z
i AX - 2n,, d AY - no AX = aFx AX + aFx AY + aFx AZ (3a)
dt dt ax ay aZ

z
i AY + 2no d AX - no AY = aF AX + dF AY + aFr AZ (3b)
dt dt ax ay az

d2

dt2 AZ

W,, AX WZ AY + aFZ AZ
(3c)

= ax + ay az

It will be shown that only terms in F, Fr, and F, which correspond to
the inverse square attraction of the earth need to be retained in equations (3).
The force per unit mass caused by the gravitational attraction of a point mass
M displaced 'r from the satellite is

GM"r
F =

r3
(4)
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where G is the universal gravitational constant. Differentiating,

a a r
-F = GM-
ax ax r3

GM 1 a"r
3
ar i

--- (5a)
r2 r aX ax r2

a GM 1 ar ar r
3 (5b)

aYF r2 \raY aY r2

a
F

GM la'r

^

ar 'r

3
(5c)

dZ r2 r M OZ r2

Substituting the distances and masses of the earth, moon, and sun into
equations (5) shows that the magnitudes of the derivatives for sun and moon
gravity are less than 0.0002 times those for the inverse square attraction of
the earth. Therefore, derivatives of lunar and solar gravity will be omitted
from equations (3). Similarly, derivatives of radiation pressure and zonal and
tesseral harmonics in the earth's gravitational attraction will be omitted. Only
derivatives of the earth's inverse square attraction will be retained.

Solution of linearized equations for inverse
square attraction

Since the satellite remains near the geostationary orbit X = Y = Z = 0,
the derivatives of force components with respect to position components will
be replaced by their values on the geostationary orbit. Using equations (5),

the linearized equations of motion become

AX - 2n d AY - n' AX = GM 2 AX = 2n0 AX
dt2 ° dt ° Ar A

dt2 AY
+ 2no

d
AX - no AY - ^- AY) _ -na Al'

d2 AZ GM AZ _ _
no AZ

dt2 Az A

Kepler's third law has been used to replace GM/A3 by no.

(6a)

(6b)

(6c)
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Equation (6c) is the equation of motion of a harmonic oscillator, with
solution

AZ = Re(SA,,, e'%') (7)

for some complex SA,,I.
Equations (6a) and (6b) are coupled and must be solved simultaneously.

Substituting

AX = ae/-', AY = Pei- (8)

into (6a) and (6b) i vesg

-w2a - 2jwn(1(3 - 3noa = 0 (9a)

-w2I3 + 2jwnoa = 0 (9b)

Solution of equations (9) provides three linearly independent families of
complex solutions of equations (6a) and (6b). One family of solutions is

AX=0, AY=(3 (10)

with both a and w equal to zero.
When w is nonzero, equation (9b) has the solution

R = 2jQW)a

Substituting this (3 value reduces equation (9a) to the condition that the
absolute value of w is no. The corresponding solutions of equations (6a) and
(6b) are

AX = ae-i"o',AY = -2jaem"o' (12a)

and

AX = ae i"o' AY = 2jae^' . (12b)

A final family of solutions of equations (6a) and (6b), not of the form of
equation (8), is

AX constant, AY = - znot AX . (13)
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The actual diurnal AX oscillation must be real and of the form

AX,,,, = 2SEW eIn0' + 2SEW e-i o'

= Re(SEW ei"o') (14)

(where the bar denotes complex conjugate) for some complex SEW. Equa-

tions (12) show that the corresponding AY oscillation is

AY = 2i(ZSEw e'no`) - 2j(z SEW e i'^o')

= 2[i - 2' (SEW eno' - SEW e-iro')1

= -21m(Svw eJno') .

Representation of diurnal range errors

Approximating the range error for any ground station by

Ap = (u, v, w) • (X, Y, Z)

the diurnal part of the range error becomes

AP,,.,, = uAX" + vAY", + wAZ

(16)

= Re I(u + 2jv) (AX„c, - ZAY... + wAZ

= Re[((u + 2jv) SEW + wSNS) e%no' (17)

It will prove useful to represent the diurnal range error in the form

APos,, = Re[(u + 2jv) (SEW + SSNS) e"'o`1 (18)

where ^ _
w

u + 2jv

The multiplier ! depends on the position of the ground station . It may be

found from Figure 2 by locating the station relative to the vertical contours

of constant latitude and the horizontal contours of constant longitude.
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Figure 2. ^ as a Function of Station Location

Transformation of diurnal error amplitudes

The values of SEW + ^SNe at the two ground stations used to determine
the orbit can be employed in solving for SEW and SN,,. Let the subscripts
I and 2 denote values at the first and second ground stations, respectively.
Then,

S2(SEW + S15NS) - bI(5EW + S25.V )

SEW = y y
S? SI

and

S
(SEW + SISN.S) - (SEW + ONO

hy _

^2-^I

For any location,

(19)

(20)

SEW + SSs, pp

S_
(SEW + SISNS) +

yy

S - S

yy

I
SEW + S25NS) (21)

S2 - Sl S2 - SI

This formula interpolates linearly between the Stu- + gSNS values at complex

SI and S2.
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Bound on diurnal error in estimated range

Since v2 + w'- is largest when the satellite is on the station horizon (see

Figure I), and in this case

v'- + w2 = (R)2 , (22)

1.034 = 1 + 3 (R)2A? (u2 + v2) + 3v2 = it + 2jv (23a)

and

Iu+2jvl? 1 w2 ( )2=0.988 . (23b)

Therefore, equation ( 18) implies that

max IOp ,,,°^ _ ^u + 2jvl ISFo + SSNS I ` I.034ISra + 0NSI

and

(24a)

I
ISFa + ^SNSI =-In + 2jv^max Ap°5°I `0.98 -max Iop,.,.I ( 24b)

where the maximum is taken over a period of Op,,,.. From equation (21) it

now follows that

maxA 1.0345 +^S,I-_ 1.034 ^ ŷ 2 ^I IS. +CS,Ipos. F. W
^5 S2 - SI I

C1V 1 N1

+

It
I SFW + S2SN

t2 - S J

1

1034F1t2-^I

0.988 ^C, 6I
maxlA' P_, II

III max4Ap°,.2I] . (25)
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Thus,

Iop 1 .0511^2 - r,IlmaxIAp_, I + 1L - ^Il max IAp >Ij . (26)

It can be seen that the denominators in inequality (26) increase more
rapidly with increasing latitude separation of the ground stations used to
determine the orbit than with increasing longitude separation.

As an example of the use of inequality (26), consider the diurnal error in
the estimated range from the INTELSAT Andover ground station (longitude
289.3°E, latitude 44.6°N) to a satellite at 325.5°E. Suppose that the orbit
has been determined using range data from the Tangua (317.2°E, -22.7°N)
and Pleumeur-Bodou (356.5°E, 48.8°N) ground stations. Noting that Andover
is 36.2° west, Tangua 8.3° west, and Pleumeur-Bodou 31.0° east of the
satellite, measuring magnitudes of ^ differences on Figure 2 yields

SPB - BAND I - 0 16

Consequently,

lop

IbPB - STNGI I RPB - br NGI

NDI < 0.17 maxIAp„s., TNGI + 1.1 maxlzpo.,. PBI

(27)

(28)
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CTR Notes

New anode catalyst for the negative electrode of the
nickel hydrogen battery

H. VAIDYANATIIAN

(Manuscript received November 7. 1995)

Introduction

The nickel-hydrogen (Ni/H,) battery possesses a unique combination of electro-
chemical properties which makes it extremely attractive for aerospace applications
where long life, high energy density, and reliability are important. The INTELSAF V
series, the GSTAR. and the SPACENLI communications satellites currently use Ni/H,
batteries as a power source. Sandia National Laboratories, Albuquerque, New Mexico,
sponsored a program to reduce the cost of the Ni/H2 battery without sacrificing
performance. This program resulted in development of the high-capacity, common

pressure vessel Ni/H, battery for commercial applications.
The greatest contributor to the cost of the aerospace Ni/H, battery design is the

negative electrode, because platinum black is used as the anode catalyst II],121.
Therefore, development of an electrode using an alternate catalyst material became
imperative. Among the non-noble metal catalysts, Raney nickel has been referred to
as a cost-effective alternative to platinum 131. Thus, negative electrodes containing

Raney nickel fabricated by Varta Balletic, Federal Republic of Germany, were
evaluated to determine their applicability to Ni/H, cells. The experimental results
showed that the Raney nickel electrodes exhibit somewhat higher polarization for the
hydrogen oxidation reaction and are four times heavier and thicker than platinum
catalyst electrodes. Consequently, attention was directed to other catalyst compositions

which contain minute amounts of noble metal.
Carbon-based catalysts containing small amounts of platinum have been used in

H,/O1 fuel cells for several years, and their catalytic activity has been discussed by
Kunz and Gruver [4]. Two variations of catalyst electrodes are derived from carbon-
platinum. The fuel cell carbon-platinum electrode consists of a hydrophobic carbon
paper to which is applied a mixture of platinum black and Tefonr"v. Another variation

uses supported carbon-platinum catalyst which is prepared by several methods,
including the impregnation of carbon with a colloidal dispersion containing chloro-
platinic acid and sodium dithionite [5I. In the latter variation, the available platinum

area is believed to be maximized.

Hariharan Vaidyanathat is it Senior Member of the Technical Staff in the Energy

Conversion and Storage Department of the Applied Technologies Division at COMSAT

Laboratories.
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This note outlines the development of a hydrogen anode based on supported
platinum-carbon catalyst containing 2 to 10 percent platinum. Using a 10-percent
platinum-on-carbon supported catalyst results in a tenfold reduction in platinum usage
and significant cost savings when compared to the present aerospace electrode which

uses 6 to 8 mg/cm' of platinum, with negligible loss in performance.

Electrode design , structure , and fabrication

At COMSAT Laboratories, a multilayered, rectangular hydrogen anode has been
designed consisting of the catalyst on the front face, a central current-collecting grid,
and a microporous, wet-proofing back layer. The chemical composition and wetability

of each ply are different. The hydrogen reaction occurs on the front face, which
constitutes a three-phase interface of gas, electrolyte, and solid catalyst sites. The

back layer wet-proofs the electrode and prevents loss of electrolyte.
A new procedure for fabricating the electrode was developed which roll-compacts

a mixture of the supported carbon-platinum catalyst, Teflon powder, and a bulking
agent to produce very thin continuous catalyst films ]6]. The procedure is amenable
to fabricating extremely thin films (<0.02 min) with a total catalyst (platinum-on-
carbon) loading of I mg/cm2. The film is easy to handle and store and can he sized
to fabricate electrodes of desired catalyst loading. Properties of the catalyst film such
as porosity, pore diameter, wetability, thickness, and platinum distribution and loading
can be controlled with great accuracy. The catalyst film is subsequently laminated to
one face side of the current-collecting grid, and a film of microporous Teflon is
laminated to the opposite face. The structure is hydraulically pressed (0.015 cm) and
then sintered at 330°C for 15 minutes.

The design variables in the new catalyst electrode are the type of carbon support,
platinum loading, type of current-collecting grid, thickness of the catalyst layer, and
the presence or absence of the wet-proofing microporous Teflon membrane. Table I
presents the design features of a typical electrode. The weight and thickness of the
new electrodes are very similar to those of conventional aerospace electrodes.
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cell components, the porosity of the negative electrode, ranging from 78.2 to 91.5
percent, is equal to or less than that of the separator but greater than that of the
positive electrode. The median pore diameter is higher than that of the positive plate
and the separator (ranging from 10.3 to 17.4 pm), thus minimizing flooding of the
electrode by capillary action.

The catalyst layer is dimensionally very stable and structurally sound when the
electrode is subjected to vigorous gas evolution. Since the hydrogen reaction is
diffusion-controlled, a great deal of attention was directed toward achieving a balance
of hydrophylic and hydrophobic properties. The roll compaction procedure produces
a fabrillose Teflon matrix through which hydrogen gas diffuses faster than through
the electrolyte. The thinner the layer of catalyst, the better the diffusion-limited
process 171.

TYPE OF CARBON

The type of carbon used in the support is an important design variable. Candidate

carbons differ markedly in their resistance to oxidation, stability in KOH, wetability,
conductivity, and surface area. Experimental electrodes, some with the same platinum
loading, were fabricated using several types of carbon. A comparison was made
between Vulcan XC72, one of the most widely used carbons, and Shawinigan
acetylene black. The electrodes were tested for polarization in a half-cell consisting
of a platinum/carbon working electrode and platinum black reference electrodes. The
polarization cell was activated with 30-percent KOH and 100 psi of hydrogen. The
working electrode was polarized galvanostatically in the hydrogen oxidation region
and the overvoltage was measured.

The experimental polarization data displayed in Table 2 show that polarization is
worse for the electrode based on Shawinigan black. Subsequently, the two supported
catalysts were characterized for surface area and microstructure. The surface areas,
determined by the nitrogen adsorption method of Brunauer, Emmet, and Teller (the
BET procedure), were 200 m2/gm for the catalyst powders based on Vulcan XC72

TABLE 1. DESIGN FEATURES OF THE NEGATIVE ELECTRODE
TABLE 2. DEPENDENCE OF ELECTROCHEMICAL POLARIZATION ON

ITEM DESCRIPTION THE NA I'URE OF THE CARBON SUPPORT'

Dimension

Weight
Electrocatalyst
Hydrophobic Layer

14 X 12 X 0.015 cm
7 gm
10% platinum on carbon
Microporous Teflon

BET

SURFACE

AREA

OF TIIE

BET

SURFACE

AREA

OP TIIE ARBON VERVOLTAGE

Electrode Tab Integral to the grid PLATINUM CATALYST CATALYST STRUCTURE PLATINUM AT

Current Collector Expanded nickel grid CARBON CONTENT POWDER LAYER FROM SAD DISTRIBUTION 15 mA/cm'

Platinum Loading 0.45 mg/cm2 SUPPORT (l) (m2/gm) (1n2/gm) PATTERN FROM TEM (mV)

Vulcan XC72 10 199.85 57.45 Amorphous Well dispersed 25.9

Catalyst Layer Shawinigan to 58.46 22.71 Amorphous Large 50.2

The catalyst side of the electrode is semihydrophobic, with its mercury intrusion
Compared to otherorosit and medium- ore diameter a function of catalyst loading

Black platinum

particles
p p .y
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and 59 m'/gm for Shawinigan black. There was it corresponding variation in the
surface area of the catalyst layer, with 57.45 m2/gm for the Vulcan material and
22.71 m'/gm for the Shawinigan-based material.

Scanning electron microscopy (SEMI was used to obtain light-field electron

micrographs of both catalysts. The crystalinity of the carbon support was determined
by a selected area diffraction (SAD) technique. Figures 1 and 2 present the
SEM micrographs and SAD patterns for both the catalysts. The SAD patterns reveal
similarities in the amorphous nature of the carbon support. The spacing of the sharp
diffraction rings in the SAD pattern is consistent with face-centered cubic platinum.

The Vulcan XC72-based catalyst exhibits uniform dispersion of platinum with no
large agglomerates, while the Shawinigan black catalyst contains larger diameter
platinum particles. Table 2 illustrates the dependence of electrochemical polarization
on the physical properties of the catalyst powder. Thus, the better catalytic activity
of Vulcan XC72 (as indicated by low polarization) can he correlated to more uniform
dispersion of platinum particles having a large surface area. Hence, Vulcan XC72 is

preferred to Shawinigan black for the new anode catalyst.
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20 not

(b) Corresponding SAD Pattern

Figure 2. Platinum on Shawinigan Black Catalyst Displays a Typical

Distribution of Platinum Particles (dark spots) Which are Slightly Larger

(a) Bright-Field Electron Micrograph

Table 3 summarizes the test results, showing that polarization increases as platinum
loading decreases. The polarization, using a very thin layer (<0.01 inn)) at a platinum
loading of 0.183 mg/em', was lower than at a platinum loading of 0.24 mg/cm2
achieved with a 5-percent platinum-on-carbon catalyst. Possible reasons for this
anomaly could be the type of carbon (peat) in the 5-percent catalyst or the case of
hydrogen diffusion in a very thin catalyst layer.

TABLE 3. VARIATION OF ELECTROCHEMICAL ACTIVITY WITH

PLATINUM LOADING

(a) Bright -Field Electron Micrograph (b) Corresponding SAD Pattern

Figure 1. 10% Platinum on Vulcan XC72 Catalyst Displays a Typical

Distribution of Platinum (dark spots) on Carbon

PLATINUM LOADING

The platinum loading in the electrode can he varied either by using different types
of platinum/carbon-supported catalysts containing different amounts of platinum or
by reducing the thickness of the catalyst layer, thereby reducing the loading of both
carbon and platinum. Both methods were used to test electrodes with platinum loading
from 0.16 to 0.45 mg/em2 to determine the overvoltage for hydrogen oxidation.

MEANS OF

ACI IIEVING CAIAI-Ys'r LOADING POI ARI ZAI ION

CATALYST TYPE LOWER Pt IPt + C ) Pt LOADING AT 15 mA/cm'

(% Pt ON C ) LOADING (nlg/cm=) (mg/cm2) (mV)

10 Lower platinum 4.5 0 45 19

10

percentage in carbon

Thin catalyst layer 3.763 0.37 25.9

10 Thin catalyst layer 1.836 0.183 53.8

5 Lower platinum 4.82 0,24 65

2

percentage in carbon

Lower platinum 8.10 0.16 126

percentage in carbon
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In the negative electrode, the wet-proofing Teflon (Gore-Texr` r̂) layer contributes
approximately one-fourth of the cost of materials and is therefore another important
variable. Electrodes fabricated with and without Gore -Tex backing were tested directly
in 100-Ah prismatic Ni/Hi cells. Figure 3 shows discharge curves for two cells. one
with negative electrodes fabricated with Gore-Tex backing and the other without
Gore-Tex. The voltage profiles are almost identical. In addition , both cells exhibited
similar end-of-charge voltage and pressure . The cell without Gore -Tex on the negative
electrodes has already completed 248 charge/discharge cycles, and cycle testing is
being continued to determine its endurance limits. Preliminary results show that the
Gore-Tex layer is superfluous for the commercial battery in a gravitational field.
although it is important in an aerospace cell to prevent loss of electrolyte by
entrainment.

.6

14 1- WITH GORE-TEX BACKING

1.2
WITHOUT GORE -TEX BACKING

0

0.2t-

0 10 20 30 40 50 60 70

PERCENT DISCHARGED

80 90 100

Figure 3. Variation of Cell Electromotive Force During Discharge at C/5

GRID DESIGN

Three types of grid designs (expanded nickel, electroformed perforated nickel, and
40 x 40 nickel wire mesh) were evaluated as the current collector by determining
the potential drop at various locations at a polarizing current of 10 A. Figure 4 shows
the electrode measurement locations. The potential drops at the bottom of the
rectangular electrodes are 83, 58, and 52 mV for the three structures, respectively,

whereas the potential drops at the center of the electrode are 38 mV for both the
expanded nickel and electroformed perforated grids and 44 mV for the mesh. The

potential drops at the top right comer are 32, 47, and 40 mV, respectively. Thus,
with regard to potential distribution, all three grid designs are acceptable. The nickel
content in the designs is 0.039 g/em', 0.037 g/cm2, and 0.0345 g/cm2, respectively.
While the 40 x 40 mesh and clectroformed designs are currently less expensive, still
further cost reduction is expected for the 40 x 40 mesh.

0

38
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32 0 47 0 a0

83 83 83

38

58 58 58

44

51 51 52

(a) Expanded Ni Grid (b) Electroformed Perforated (c) 40 x 40 Nickel Wire Mesh
Ni Grid

Figure 4. Potential Mapping During a 10-A Charge (in mV)

Life-cycle performance in cells

The new anode catalyst electrodes were tested in several 100-Ah prismatic cells
and in two 7.5-V, 100-Ah common pressure vessel batteries. The cell design consisted
of a rectangular electrode stack suspended in a polypropylene cell case of 19.2 x
14 x 4.7 em. The battery contained six prismatic cells connected in series. The cells
and battery are tested inside a stainless steel pressure vessel which holds the hydrogen
gas. The cycling regime consisted of charging at the 10-hour rate and discharging at
the 5-hour rate at 80-percent depth of discharge. One of the batteries has completed
531 cycles and another 127 cycles without any noticeable degradation in capacity.
The batteries continue to be cycle-tested at Sandia National Laboratories. One of the
100-Ah cells was tested for 1,064 cycles and thereafter disassembled to examine the
components. The negative electrodes from the cycled cell exhibited neither mechanical

damage nor an increase in polarization.

Conclusions

Hydrogen electrodes fabricated using a new anode catalyst of 10-percent platinum
and utilizing Vulcan XC72 carbon as support exhibit low polarization and charge/
discharge characteristics similar to platinum-black-based electrodes. In the prismatic
design with rectangular electrodes, the wet-proofing Gore-Tex layer can be eliminated
without any adverse effect on performance. Life cycle characteristics of electrodes
without Gore-Tex backing are being investigated. A less expensive grid design

consisting of 40 x 40 nickel mesh has been substituted for expanded nickel. A
rolling and compacting procedure developed to fabricate continuous films of very
thin catalyst layer not only reduces the number of steps in the fabrication of the
electrodes but also enhances uniformity, with greater control on loading level,
thickness, absorbency, and wetability.



466 COMSAT TECHNICAL REVIEW VOLUME 16 NUMBER 2 , PAIL 1986

The foremost advantage of the new catalyst electrode is its lower cost. The negative
electrode is the single most expensive component in the aerospace Ni/Hc cell.
Calculations show that the material cost of the aerospace negative electrode containing
8 mg/cm2 of platinum black catalyst, expanded nickel grid design, and Gore-Tex
backing can be reduced by 77.6 percent with supported platinum/carbon catalyst. Use
of 40 x 40 mesh as the grid design would reduce the grid cost by about 88 percent.
By eliminating Gore-Tex and using very thin catalyst layers, a reduction of about 92
percent in material costs can be realistically achieved. Experimental cells containing
such low-cost negative electrodes are under test and their performance is excellent.
Many of the cost reductions can be carried over to aerospace applications without

loss of reliability or performance.
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Synthesized C-band down-converter
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Introduction

The advent of noncommercial television receive-only (TYRO) earth stations in the
mid-1970s represents the first high-volume application of microwave communications
technology in the consumer market. Previous microwave products intended for use
by the general public, such as automotive radar detectors and microwave ovens, were
not intended for communications and do not disseminate intelligence. With most new
applications of technology, significant obstacles must be overcome before the resulting
hardware can make the transition from a laboratory demonstration to a production
item, and the microwave portion of Amplica's TvRO systems was no exception.

This paper examines several of the technical challenges encountered in the design
of a consumer-oriented C-band to 70-MHz single-conversion down-converter. The
problem of local oscillator (to) frequency drift caused by exposure of the LO to a wide
range of temperatures, and its solution via frequency synthesis. are given particular
consideration. The economics of the consumer market have forced the evolution of
a 2-GHz push-push oscillator in conjunction with subharmonically pumped mixers,
resulting in direct conversion from C-band. Since an image reject mixer is required
in order to suppress undesired in-band responses, amplitude and phase requirements
for image rejection are presented. A prescaler originally intended for use in uur
television receivers is employed to divide the oscillator's I-GHz fundamental down
to a frequency at which phase locking can be performed. In addition, the requirement
that this down-converter be compatible with all of Amplica's previous home '1vRo
systems has caused the inclusion of a precision analog voltage tuning system, which
is explained in detail. Finally, the down-conversion performance of a typical production
unit is documented.

Background

Early -rvno systems were relatively simple, typically using a frequency tuning knob

for transponder selection, some means of selecting among various audio subcarriers,
and a polarization control. Users included those living in areas with little or no

E. Wayne Rothermich is a Project Manager in the Microwave Technology

Development Department of the Advanced Engineering Group at Amplica, Inc.

Scott T. Williams is a Microwave Engineer in the Microwave Products

Development Department of the Advanced Engineering Group at Amplica, Inc.

467



468 COMSAT I C[INICAt, REVIEW VOLUME 16 NIIMnItR 2, FALL 1986

vuF/unF television available, hobbyists, and novelty seekers. The microwave LO,
which selected the transponder frequency, was tuned using a control with continuous
rotation so that fine tuning and transponder selection were both accomplished with
one adjustment. Any Lo drift with time or temperature was compensated for by
periodically readjusting the tuning control. (This was perceived by most early users
as a minor inconvenience relative to the benefits of owning a TVRO system.)

As Tvno became more commonplace, the predominant users wanted a I VRO system
as an adjunct to pre-existing vlnArn: television and demanded operational simplicity
and convenience, including detent tuning which permits unambiguous selection of a
desired transponder. The second generation of TvRo receivers attempted to fill this
need, but with widely varying degrees of success.

Because of the required frequency precision. incorporation of decent in a consumer
product involves more than just placing mechanical stops on the tuning control. When
users select a particular transponder, they expect that their receiver will he precisely
adjusted to the proper frequency and will not require fine tuning. This places stringent
requirements on the Lo frequency stability vs time and temperature. Of the two,
temperature drift is by far the more difficult problem.

The frequency band used for'IVRo down-links extends from 3.7 to 4.2 GHz. To

avoid the severe loss encountered in small coaxial cable at these frequencies, most
consumer systems place the first down-conversion stage (including the first Lo) on
the antenna structure. Thus the first Lo, nominally operating from 3.77 to 4.27 GHz,
is subjected to the full outdoor temperature range, typically from - 40° to +65°C
within the more populous areas of North America. This temperature range is only
slightly less than that specified for military applications and represents a significant
design challenge.

Due to size and cost constraints, consumer 'rvao systems usually operate at carrier-
to-noise ratios (C/Ns) only slightly above the FM threshold. To achieve the best video

signal-to-noise ratio (S/M, the IF filters are often significantly narrower than the
nominal 36-MHz bandwidth of the transmitted signal. The bandwidth limit is reached
when truncation noise becomes visible in demodulated video. For typical signals, a
bandwidth of approximately 25 MHz has been found to be optimal.

Errors in centering the IF signal in the passband also result in truncation noise when
a narrow IF passband is used. This establishes an absolute frequency accuracy
requirement for the Lo. Empirical data indicate that centering errors of 1 MHz or less
produce only very small increases in truncation noise when a narrow filter is used.

A frequency shift relative to room temperature of I MHz out of 4 GHz at -40°C
represents a linear temperature coefficient of 3.8 ppm/°. This stability can be achieved
in a voltage-controlled oscillator (vco) by meticulous adjustment of the temperature
compensation network; however, the economics of high-volume production preclude
this approach. An alternate approach is fixed compensation, which produces zero
drift for vcos at the center of the statistical distribution. Production variations typically
yield overall temperature-induced frequency drifts of 10 MHz. A few units will drift
100 MHz or more. These drifts are well beyond the required I-MHz accuracy and
demonstrate the need for a significantly different approach.
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A quartz crystal oscillator can achieve the required stability at a level of economy
compatible with consumer applications. The difficulty here is the requirement that

the oscillator be tunable, which can be resolved by using the crystal oscillator as the
frequency reference for a phase-locked synthesizer. This is the approach that was
adopted for the Amplica model D-too down-converter.

System considerations and design

In addition to the requirement for frequency stability, the specifications for the
D2a1 down-converter were directed toward the following goals:

• no significant contribution to the overall system noise figure,
• no limitation on overall system dynamic range,
• compatibility with all previous Amplica Tvso products,
• proper down-converter operation with any commonly available low-noise

amplifier (LNA) intended for home use, and
• case of installation and protection against improper installation.

Analysis of system noise figure requirements established that a down-converter
maximum noise figure of 17 dB would be sufficient . The down-converter contribution
to the system noise temperature varies depending on the gain of the preceding LNA.
Assuming the following system configuration:

• Amplica 3.05-m (10-ft) fiberglass dish (temperature = 40 K),
• (1.1-dB loss feed horn,
• 3-dB loss interconnect cable 13.05 m (10 ft) of RG '13), and
• D-200 down-converter with worst-case noise figure (17 dB),

the noise figure contributions for LNAs would be

D-200 System Noise Temperature

I_NA Description Contribution

35 dB, 80 K 8.7 K (0.128 dB)
50 dB, 80 K 0.96 K (0.01 dB)

The use of a higher-loss feed form or higher noise figure LNA would lessen down-
converter contribution to the overall system noise figure.

The second goal listed above dictates that a dynamic range and third-order intercept
analysis be performed 111. Table I presents the link budget, which provides the
minimum signal power levels at the down-converter output, assuming the minimum
signal level and a single transponder. Thus, the spurious noise output power in a
22-MHz bandwidth (worst-case minimum) at the IF output should be

- 44.9 dBm - 20 dB (noise suppression allowance)

- - 64.9 dBm ( maximum)



470 COMSAT TECHNICAL REVIEW VOLUME 16 NUMBER 2, FAIL 1986

TABLE I. LINK BUDGET FOR THE DOWN-CONVERTER

Noise Temperature'
Antenna Noise Temperature

Total Noise Temperature

98 K

40 K (estimated)

138 K

System Noise Temperature (dB above I K)
Boltzmann's Constant
Bandwidth (dB above 1 Hz)

21.4 dB
-228.6 dBW

73.4 dB

(138 K)

(22 MHz)

Total Incident Receiver Noise Power

Required C/N

-133.8 dBW (-103.8 dBm)
TO dB (minimum threshold)

Minimum Usable Power at Feed -126.8 dBW (-96.8 dBm)

Power at Feed Input -96.8 dBm

Feed Hom Loss -0.1 dB

Power at LNA Input - 96.9 dBm

LNA Gain 35.0 dB (minimum)

LNA Power Out -61.9 dBm

Cable Loss -3.0 dB

D-200 Conversion Gain 20.0 dB (minimum)

Minimum D-200 Output -44.9 dBm (input to IF cable)

* System configured of a -0.1 dB feed loss; a 35-dB , 80-K 1-NA; a -3 dB cable; and

a 20-dB conversion gain D-200 (noise figure = 17 dB).
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TABLE 2. THIRD-ORDER INTERMODULATION REQUIREMENTS: D-200

ITEM LEVEL

Satellite Power 67.0 dBm (I dB stronger than Hughes Galaxy 1)

Path Loss - 195.0 dB

Power at Dish -128.0 dBm

Dish Gain 43.5 dB [4.57-m (15-ft) diameter,

Power at Feed -84.5 dllm

60% efficient dish]

Feed Hum Loss -0.1 dB (minimum)

At LNA Input -84.6 dBm

LNA Gain 55.0 dB (maximum)

Miniamplivider* 3.0 dB (maximum gain)

Cable Loss 0 dB (no cable)

Input Level to D-200 -26.6 dBm

* A C-band active splitter for use in multiple-receiver installations.

TABLE 3 . REQUIRED THIRD-ORDER INTERCEPT

AND 1-dB COMPRESSION LEVELS

ITEM LEVEL

Since the IF bandpass filter used in the receiver is non-ideal, this specification is
applied to all spurious outputs other than the TO, associated harmonics and subhar-

monies, and spurious passbands.

The maximum required output power level is determined by performing a third-
order intermodulation analysis, as presented in Table 2. Table 3 gives the required
third-order intercept and I-dB compression levels. Assuming that this total power
forms two equal amplitude tones of -25.6 dBm each (for the purposes of worst-
case design), the desired signal must he 42 dB above intcrmodulations, as presented
in Table 4. For 25-dB maximum 0.200 conversion gain, the two-tone level is

Input to D-200 (single transponder)

Full 12 Transponders (one polarity)

Limit D-200 IF Bandwidth to 130 MHz

Total Power: D-200 Input

26.6 dBm

10.0 dB

-6.0 dB

22.6 dBm

-25.6 dBm + 25 dB conversion gain = -0.6 dBm

and the required third-order intermodulation product is

-0.6 dBm + (42/2) = 20.4 dBm .

Since the J-dB compression point is approximately 10 dB below the third-order

intercept,

20.4 dBm - 10 dB = 10.4 dBm (minimum l-dB compression level)

TABLE 4. SIGNAL MARGIN BUDGET

IMPAIRMENT SOURCE

Level of Single Transponder

Below Full-Band Power

CONTRIBUTION

10 dB

Noise Suppression Allowance 20 dB

D-200 Gain Flatness Specification 4 dB

LNA Gain Flatness Specification 6 dB

Transponder-to-Transponder Variation

Desired Level Above Intermodulations

2 dB

42 dB
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The third goal dictates that the D-200 he tuned by using a precision analog tuning
voltage which requires a precision analog-to-digital (A/DR converter whose design is
detailed later. Additionally, this third criterion is satisfied by conversion gain
specifications of 20 dB minimum and 25 dB maximum.

The fourth consideration, that of maintaining compatibility with most consumer-
available LNAs, limits the down-converter spurious passband response. Although the
feed horn and CPR-229 input Flange on the LNA limit the passband of the front end of
the system, many LNA, produce considerably greater out-of-band noise than in-band
noise. This apparent anomaly is caused by the front-end stage(s) of the I.NA being
tuned for minimum noise figure over the normal band of operation, while the out-of-
band noise is not controlled. Further, the gain of the subsequent amplifying stages

increases at roughly 6 dB per octave, resulting in significantly higher noise levels
below the desired band.

A survey of several LEA, produced for the home rvao market gave rise to the
composite worst-case expected noise output levels shown in Figure 1. As a result of
these findings, the D-2tX) spurious bandpass response level is specified at a minimum

of 10 dB below the desired passband level.
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Figure I. LNA Noise Output Relative to In-Band Noise

The final goal calls for the unit to be easy to install and relatively immune to
improper installation. Easy installation has been achieved by replacing a power
connector (uncommon in the consumer environment but used on previous Amplica
down-converters) with a four-position terminal strip. RFI filters are used to reduce
undesired LO leakage, to provide noise filtering on all inputs, and to maintain water
seal. The type-N connector used on previous products for the 70-MHz IF output has
been replaced with it waterproof, widely available type-F connector. to prevent
damage to the unit in the event of improper connection of the power/tune control
lines, four reverse voltage protection diodes have been incorporated. One of these
diodes, which protects the main power input line, is actually a transient suppressor
diode and thus also provides picosecond response for protection against voltage

transients.
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D-200 black diagram

Figure 2 is an overall block diagram of the D2oo down-conver(er. The down-link

signal from the Tvao System LNA is applied to the Rr port of an image rejection

harmonic mixer. The mixer is subharmonically pumped with a 2-GHz 1.0, and the

70-MHz difference frequency, after passing through an IF amplifier, is sent to the

IVRO receiver.
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Figure 2. Block Diagram of the D-200 Down-Converter

Analog tuning voltages are produced within the Tvxo receiver and sent differentially
to the down-converter. Inside the down-converter, this signal is applied to a differential
amplifier which removes the common-mode signals that can occur over a long run
of control cable. The differential amplifier also normalizes the signal level and applies
it to an 8-bit AID converter with locally generated timing and reference voltage signals.
The five most significant digits from the A1o converter are then applied to the address
inputs of a 256-bit read-only memory (Rom). This RoM serves as a look-up table and
translates the binary word from the AID converter into a 7-bit word which controls
the division ratio in a phase-locked loop.

The vco is a push-push type 121 which supplies both I- and 2-GHz outputs. The
2-GHz output is applied to the harmonic mixer, while the I-GHz output goes through
a limiting amplifier and on to a digital prescaler which divides the frequency by 256.
The resulting 4-MHz signal passes through three stages of divide-by-N counters and
enters one input port of a digital phase-frequency detector at a frequency of
approximately 10 kHz. The other input of this detector is a reference signal of about
the same frequency, derived from a quartz crystal oscillator by binary division. The
output of the phase-frequency detector is an error signal which, after processing by
the loop amplifier and clamp circuits, is used to control the vco frequency. The result
is a vco locked to a quartz crystal oscillator operating at a much lower frequency.



474 COMSAT TECHNICAL REVIEW VOLUME 16 NUMBER 2, FALL 1986

The frequencies of these oscillators are related by the ratios of their respective
digital divisions. Since the divisor for the vco can be changed under external control,

the vco frequency can be tuned in fixed steps. In the case of the moo down-converter,
these steps correspond to the standard 20-MHz down-link channel spacings.

Local oscillator and mixer

As shown in Figure 2, the down-converter employs a push-push vco structure and
subharmonically pumped mixers. It is the use of these two sections in tandem which
allows the economical production of a consumer-oriented down-converter.

The main advantage of the push-push vco for this application is that it is rich in
harmonic energy. This type of oscillator is often used to produce an output frequency
of twice that achieved with a single transistor in a more conventional configuration.
In the case of the D-200, this characteristic allows two very inexpensive transistors to
produce the 2-GHz drive for the subharmonically pumped mixers. Since each transistor
is actually oscillating at I GHz, an inexpensive prescaler can be used as part of the

phase-locking system.
Each subharmonically pumped mixer consists simply of an antiparallel diode pair

connected as shown in Figure 3. With the proper choice of diodes, less than 9 dB of

conversion loss has been achieved 131.

IN RF IN

BOTH STUBS
X/4 AT C BAND
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The output of the vco is taken at the approximate center of two air core inductors
(each attached to the collector of one oscillator transistor). When the output tap occurs
at the exact impedance center of this structure, all odd harmonics are suppressed by

over 23 dB. In production, the air core inductors are tuned to suppress the 3-GHz
spurious passband by a minimum of 20 dB. Spurious passbands caused by higher-

order harmonics present less of a problem since the branch line splitter at the down-
converter input suppresses any inputs occurring at these frequencies.

Image rejection

To maintain compatibility with previous Amplica TVRO products while allowing

the use of standard available accessories (i.e., terrestrial interference filters and
descramblers), the D-200 must have an IF output frequency of 70 MHz. Due to the
additional cost of a second To and the required control circuitry to maintain frequency
stability, the unit must then employ single conversion.

An image rejection mixer structure is therefore incorporated to suppress the
undesired image response shown in Figure 4. This mixer, illustrated in Figure 5,
consists of a 90° branch line power splitter, two subharmonically pumped mixers,
and a 90° lumped-element recombining hybrid at 70 MHz. Each of the hybrids is
tuned in production to ultimately achieve 18 dB of minimum image rejection. The
rejection achieved for a given phase imbalance, 0, and amplitude imbalance, A, is
given by

o _
Rejection (dB) = IO log tan

2) + (10 m + 1) j

LOCAL
OSCILLATOR

IF OUT

Figure 3. Subharmonically Pumped Mixer

This push-push vco, subharmonically pumped mixer combination is not without
drawbacks. Since the vco produces considerable harmonic energy (at both even and
odd harmonics), spurious passbands could occur unless care is taken to prevent them.
A bandpass filter of sufficient selectivity proved to be larger than the available circuit
board space. Therefore, suppression of some undesired harmonics had to occur within

the vco.
The push-push oscillator achieves frequency doubling through proper phasing of

current waveforms rich in harmonic energy. The oscillator can be used as a vco with
the addition of a varactor diode within the resonating networks of each transistor. A
more economical approach for frequency tenability is to use the oscillator transistors'

collector-base junction as a voltage-variable capacitor by controlling the base bias.

This latter approach was used in the D-200.
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IN

50U

Figure 5. Image Reject Mixer

For example, for a phase imbalance of 5° and an amplitude imbalance of 0.5 dB, the

image rejection is

5° 100°20-I
Rejection (dB) = 10 log ^^tan 2^ + \I(lov20+ 1, j

= 25.6 dB

Additional work is underway to eliminate the necessity of tuning the input branch

tine hybrid in production, thus eliminating approximately 3 minutes from the tuning

time presently required for a single unit (yielding a net savings of nearly $16,000 for

every 10,000 units built).

Precision A111 conversion

In order for the To 200 to achieve compatibility with existing Amplica satellite
receivers, the tuning voltage must lie in the range of 5 to 9 V. Dividing this span
into 24 segments, 1 for each transponder frequency, results in a tuning voltage
increment of 167 mV per tuning step. To ensure that the synthesizer always produces
the correct t.o frequency for the user-selected transponder, the tuning voltage produced
by the receiver must fall within the corresponding AID converter voltage window at

the down-converter. This match contains three potential sources of error: resistive
drops in the long ground return which can effectively offset all tuning voltages, the

voltage drift produced by the receiver, and drift of the A/D converter windows.
The ground return offset voltages are eliminated by sending the tuning voltage

differentially. The current on the control lines is small (-- I mA), which produces a
drop of only a few millivolts in the longest cables used for Tveo Systems. (The
maximum length is limited to a few hundred feet by the resistance in the antenna

aiming motor cables).
Voltage mismatch between the receiver and the down-converter is handled in the

following way. If the receiver voltage is centered in the 167-mV AmD converter
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window, the distance to the window edge (and to the next transponder frequency) is

93 mV. If 3 mV is budgeted for cable drops, the total allowable error is 80 mV.

Equal division of this error between the receiver and the down-converter allows a

worst-case error of +40 mV in each unit.

A total error budget of 40 mV for a signal covering 5 to 9 V represents a total
tolerance of about 0.5 percent. To avoid the expense of using instrument-grade
components, a method of trimming the circuitry to the required tolerances is needed.
The popular method of using variable resistors to adjust the circuitry was rejected
due to reliability problems encountered with consumer-grade potentiometers, especially
under the conditions of extreme thermal cycling found in the outdoor environment.
Additionally, the presence of variable components within consumer electronics often
results in malfunctions due to adjustments attempted by persons lacking the equipment
and procedural knowledge required to correctly set up the unit. These problems were
overcome by using parallel combinations of fixed resistors in the critical areas of the
circuit, with one resistor of a much higher value being chosen at the time of adjustment.

Resistor selection is performed at a semiautomatic test station equipped with a bcd-
of-nails fixture to permit quick simultaneous connections to several points on the
circuit board. Careful choice of the resistors to be adjusted minimizes interaction and
results in an overall accuracy of a few millivolts. The greater test time required for
selection and installation of the fixed resistors is balanced by the reduction in
component cost achieved by substituting fixed resistors for the more expensive
adjustable resistors.

Figure 6 gives a simplified schematic of the precision analog circuitry. The
differential tuning input is applied to an operational amplifier connected as a differential-
to-single-ended convcrtcr. The adjustment of one resistor value at the inverting

TUNING
INPUT

A/D
CONVERTER

Figure 6. Precision Analog Circuitry

GAIN
TRIM
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(minus) input is used to null the common-mode response of the circuit. The output
of this circuit is applied to the input of a successive-approximation type of A,D

converter. Other inputs to the Am converter are voltages which determine the scale
factor (gain) and offset voltage of the unit. These voltages are derived by resistive
division from a precision 5-V regulator. By using metal film resistors (which have a
specified maximum temperature drift of t 50 ppm/°) throughout the circuit, the overall

drift of the tuning voltage window edges is calculated to be within the 40-mV error
budget over time, environment, specified tolerances of all components, and expected
values of input common-mode voltage and power supply voltage.

Production monitoring

Currently, all o- oo down-converter units are tested for proper operation at 70°C
(I-hr soak) prior to shipment. Additionally, a periodic sampling plan is being
implemented to monitor randomly sampled units for proper operation, as well as to
provide design engineers with the trend indication data needed to prevent device
variations or manufacturing process variations from hindering the rapid production

of quality units.
Figures 7, 8, and 9 depict the performance of a typical production unit. Spurious

passbands, conversion gain, and image rejection are all within the prescribed
specifications. The higher amplitude output apparent in the spurious output plot is

the LO 1-GHz leakage.
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Summary

The design of a consumer TvRO down-converter has been detailed. Through careful
application of proven microwave circuits such as the push-push oscillator and
subharmonically pumped mixer, a reliable consumer unit was produced. The use of
a uuv television prescaler, precision analog tuning circuitry, and a well-controlled

production program allowed the fabrication of a fully synthesized Tvao down-

converter at an affordable price.
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Translations of Abstracts

Caracteristiques des evanouissements par trajets
multiples sur les liaisons par satellite du service
maritime en bande L

W. A. SANDRIN ET D. J. FANG

Sommaire

A 1'intention particuliere des ingcnieurs des systemes de telecommunications, on
presente des modeles du processus d'cvanouissement par trajets multiples dans les
liaisons par satellite du service maritime en bande L. Les modeler reposcnt

essenticllement sur des donnees experimentales obtenues de plusicurs sources. Its
comprennent des modcles d'dvanouissement d'amplitude ainsi que de fequence et
de temps. Les premiers nommds comprenncnt on module do Rice destine aux
statistiques d'evanouissement (qui est applicable la plupart du temps) et on modcle
de reflexion speculaire qui presume une met calme. Les modt̀les sent decrits de fagon
paramctrique en termes dangle dclcvation ca de gain d'antenne de la station navirc.
On d6finit cgalement le spectre d'evanouissement (ou Doppler), Les temps d'dva-
nouissement et les largeurs de bande de correlation. Enfin, on examine des mcthodes
permettant de combattre les evanouissements par trajets multiples et pouvant ctrc
appliquecs aux telecommunications maritimes commerciales.

Reseaux d 'antennes a elements en phase a 20 GRz
utilisant des modules MM ►C repartis

R. M. SORHELLO, A. I. ZAGHL.OUL, B. S. LEE, S. SIDDIQ1 ET B. D. GELI.ER

Sommaire

On decrit des systemes d'antennes it faisceaux d'exploration multiples et a faisceaux
fixes multiples travaillant a 20 GHz et qui utilisem des modules do circuits integres
hyperfrequence monolithiques (MMIC) qui fournissent la puissance radiodlectriquc et
Ia valeur de phase dynamique voulues. Darts Les configurations de reseaux alimentes
a double reflecteur, on relCve des reseaux en phase alimentant one paire de paraboles
a foyer (confocal) pour des applications tans avec des faisceaux d'exploration que des
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